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ABSTRACT

Applying the Energy-Based Maintenance (EBM) policy within manufacturing companies, the theoretical
probability of non-random deteriorating failures is relatively low. However, poor industrial maintenance
practices and market intelligence have been reported. Nonetheless, although various maintenance practices,
including CBM (Condition-Based Maintenance) and PAM (Predictive Maintenance) concepts, are applied
within manufacturing sectors, results show that performance differs with decision-making and policy-
making in all layers of abstraction. The reasons for such propositions are imposed by three main pillars of
evidence, namely (1) state-of-the-projects, (2) state-of-the-literature, and (3) state-of-the-practice. The
author of the thesis uses this evidence as an apparatus for justifying the lack of maintenance impact and
achievement in the industrial “4th Wave”. A specific in-detail description of the protocol is given for each
given pillar. The lack of achievement are seen in decision-making since most engineers and scientists rely
on static data-driven approaches.

Utilising the PdM practice seems to exhibit difficulties in switching from a static to a dynamic data-driven
approach. The setbacks are seen through the poor decision-making of top management. Hence, the
outdated CBM frameworks that manufacturers rely upon fall short of providing long-term effects, especially
in upcoming sustainable manufacturing. Encompassing sustainable manufacturing as one of the key
enabling technologies (KET) and sustainability indicator(s) as a condition monitoring (CM) tool(s) that rely
on energy and environmental dynamics, maintenance decision-making (MDM) differs between traditional
maintenance practice and EBM practice. The setbacks of conventional CM tools (e.g. vibrational and
acoustic) seem to be facing difficulties while being outside of operational decision-making layer (strategic
and tactical). Since monitoring energy dissipation (e.g., vibroacoustics) is used as a diagnostic and prognostic
indicator, the use of primary energy indicators (e.g., flow and pressure, current and voltage) can be used as
both a diagnostic and prognostic indicator, but also as an indicator for maintenance optimisation and
monetary value because energy consumption can be easily represented financially. The ongoing
sustainability frameworks and energy efficiency normatives, therefore, support aforemtioned practice over
traditional ones.

The author of the thesis is set to propose the functional-productiveness (FP) concept as a quantitative
estimate in delineating functional from non-functional labels. Secondly, using machine learning (supervised
and unsupervised) algorithms for binary classification, the goal is to determine the healthy from the non-
healthy state by relying upon functional-productiveness markers (FPMs). These markers are extracted from
classification hypothesis space by variable importance; as such can be used for establishing the reliability of
systems and contributing to maintenance decision-making. Using a practical hydraulic control system of a
rubber mixing machine, it was possible to establish high classification accuracy between healthy and non-
healthy states. The author used: Gaussian naive Bayes (GNB), Artificial Neural Networks (ANN), Logistic
Regression (LR), Classification and Regression Tree (CART), and k-Nearest Neighbour (kNN) for
classification, where ANN resulted in the highest classification accuracy (95%) given unseen data.

keywords: industrial engineering, predictive maintenance, energy-based maintenance, reliability analysis,
hydraulic systems, oil analysis, fluid condition monitoring, contamination control, supervised machine
learning, unsupervised machine learning, principal component analysis, artificial neural networks, k-nearest
neighbours, logistic regression, decision tree, classification and regression tree, support vector machine
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PE3UME

[Tprvena moantuke Eneprerckn 3acHoBanor Oapxasama (E30) KOA TPON3BOAHMX KOMITAHM)A YHHI
TECOPETCKY MTOY3AAHOCT HECHACYMUYHUX OTKa3a peAaTHBHO HuckoMm. Mehyrmm, cBe je Beha mpucycrrOCT
AOILIIE IIPAKCE OAPIKABAFbA M HUCKE TPIKUIIHA MHTCAHICHIIH]E KOja ce jaBara Vv HcrpaxuBamy. lako ce
Pa3AMYNTE IIPAKCE OAPIKABAGA IIPUMEILY]Y, YK/AoYIyjyhu KOHITEIITe OAPIKaBaEha IO CTAIY U IIPEAHMKTUBHOT
OAp#aBaIba, PE3YATATH ITOKA3Yjy Aa epdOpPMaHCE BAPUPA]JY ¥ CKAAAY €A IIOAUTHKOM AOHOIIICEA OAAYKA
Ha CBUM HHBOHMA OAAYYHBamba. Pasao3m 3a oBakse npemuce Hamehy tpu cryba aokasa: (1) crame
mpojekata; (2) crame antepatype; u (3) crame mpakce. AOKTOPAaHT KOPHCTH OBEe AOKA3e KA0 armapar Aa Ou
CE OIIPAaBAAO HEAOCTATAK YTHUIIAjd OAPIKABAE>A U IIOCTUIHYhA Y HHAYCTPHJCKOM ,,9€TBPTOM TaAacy ‘. 3a CBaKH
AATH CTYO AOKa3a AQT je ACTardaH OIMC IIPOTOKOAA. ['AaBHM HEAOCTAIM HAIIPETKA CE OTACAR]y KpO3
AOHOIIICEE OAAYKA C OO3HPOM Ad ce BehMHA HAyYHHKA M HEKCEEPA OCAARbd HA CTATHYKE IIOAATKE
IIPUAUKOM OAAYYHBASA.

YuHE ce Aa IPHUMEHA IIPaKce IIPEAUKTHBHOT OAPKaBaEba MaHI(ECTyje IOTeIKohe IPUAHKOM IIpeAasa ca
CTATUYKHUX Ha AMHAMIYKe moAaTke. OBe moremmkohe ce oraeaajy Kpo3 AOIIIe AOHOIIEEE OAAYKA OA CTPaHE
TOI MEHAIIMEHTA. 3ACTAPEAN OKBHPH OAPKaBa IIO CTakby Ha KOje Ce IPOM3BONAYM OCAAbajy HE LPYKajy
Ayropoute edexre, 1moceOHO y mpeacrojehoj oapxusoj mpomsBoasu. OOyxsarajyhm  oapkusy
IIPOHU3BOASY KAO JEAHY OA K/oYIHHUX TEXHOAOTHjA PA3BOja M HHAHKATOPE OAPMKHBOCTH Kao aAaT(H) mpahema
Crama KOJU CE OCAAEbajy HA EHEPIETCKE M EKOAOIIKE AMHAMHYKE HMHAHKATOPE, AOHOIIIEIHE OAAYKA ¥
OApIABAIY CE PAa3AHKYyje H3MEDy TPAAMIIMOHAAHHUX IIOAHTHKA OAPIKABAESA U IIOAHTHKE OAPKABA
3acHOBaHOM Ha eHepruju. Heaocranu kouBeHIImOHAAHNX aArarta 11pahersa crama (HIp. BHOPOAKyCTHKa) je
IIITO CE TAKBHM MHAMKATOPH HE MOIY IIPUMEHUTH HAa BHIIHM HHBOUMA OAAYIHBAIGA BAH OIIEPATHBHOT
(crparerku n Takrmakn). C 063upom Aa ce npahemse pacumarma eHepruje (K40 IITO je BHOPOAKYCTHKA)
KOPUCTH KA0 HMHAHKATOP 32 AMJAlHOCTHKY M IIPOIHOCTHKY, VIIOTPeOa HMHAMKATOPA IIPHMApHE €HEpIuje
(HIIp. MPOTOK M TMPHUTHCAK, CTPYja M HAIIOH) MOKE AQ C€ KOPHCTH U KA0 AHJarHOCTHYKH W IPOTHOCTHYIKH
HMHAUKATOP, aAU TaKOhe M Ka0 MHAHKATOP 34 OITHMHU3AIH]Y OAPMKABAA U KAO0 MOHETAPHA BPEAHOCT jep
IIOTPOILIE>A EHEPIH)E MOMKE AAKO Ad c€ (DUHAHCH]CKU IPHKaKe. TPEHyTHH eKOAOIIKHA OKBHPU X HOPMATUBH
eHepreTcke e(PUKACHOCTH, IIPEMa TOME, IIOAPKABA]Y IIPETXOAHO IIOMEHYTY IIPAKCY OAP/KABAESA 3ACHOBAHY
HA CHEPTH]jH.

Ayrop Tese mMa 32 LHbd> AQ IPEAAOKH KOHIEHT (yHKumoHasHe mpoaykrusHocta (®IT) kao
KBAHTHTATUBHY IIPOLIEHY IPHUAHKOM pasrpaHuyerba (DYHKIIMOHAAHOI OA He-(PYHKIIHOHAAHOT CHCTEMA.
Apyro, kopurthermeM aAroprTaMa MaIlIHHCKOL VY€Hha 34 OMHAPHY KAACH(PUKALIH]Y, LU/ je Ad CE OAPEAH
KAacrDHKALH]A 34 CHCTEME KOJH 3aA0BO/bSABAJY (DYHKITHHAAHOCT OA CHCTEMa KOJH TO HE YMHE OCAamajyhu
ce Ha MapKepe (DYHKIINOHAAHE IPOAYKTUBHOCTH. OBH MapKEPH CY IIPEY3ETH U3 MOAEAA OCAAIbajyhu ce Ha
OHTHOCT IIPOMEH/SUBE IIPHUAMKOM KAACH(DHKALIAjE Y AATOM XHIIOTETHYKOM Hpoctopy. OBH Mapkepn
(IpOMEH/ASHBE) CE 3aTUM MOI'Y KOPHCTHTH KAO HHAHKATOPH 32 OIITUMH3ALIN]Y OAPEehHUBambeM IT0Y3AaHOCTH
CHCTEMA IIPU YEMY CE AOIIPHHOCH OAAYIHBAIY Y IIPUMEEEHO] IIPAKCH OAPIKABAmba. Y IOTpeDa IIPAKTHIHOT
XHAPAYAHYKOI CHCTEMa MAIIHHE 32 IIPOM3BOAEY IYME, YCIEIIHO je IIPUMEHmEHA KAaacuuKanmja 3a
IIPEAAOIKEHE IIU/dEBE. AYTOP Te3€ je IPUMEHUO MOAEAE MAIIHHCKOT yuewba (Ha e’ra. Gaussian naive Bayes
GNB, Artificial Neural Networks — ANN, Logistic Regression — LR, Classification and Regression Tree — CART, and
k-Nearest Neighbonr £NN) 3a kracndHKaIgjy, TA¢ je HajBHIIA IPEIHU3HOCT IIOCTYTHYTA CA MOACAHMA
HEYPOHCKUX Mpexa u3Has 95% ysumajyhu y 003up moaarke KOju HUCY OHAM paHH]e AOCTYIIHH.

KboydHE Pedr: HHAYCTPHjCKO HHKEHEPCTBO, IIPEANKTHBHO OAPKABAFGE, EHEPTETCKH 3aCHOBAHO
OAp#ABabE, AHAAM3A IIOY3AAHOCTH, XHAPAYAHYKH CHCIEM, VAHA aHaAm3a, npaheme crama aAymAa,

KOHTPOA2 KOHTAMHHAIIME€, MAIIMHCKO V4Y€HEC, aHAAN3a TI'AABHUX KOMIIOHECHTH, HEYPOHCKE MPEIKE,
AOTHCTHYIKA perpecnja, APBO OAAYYHBAIbA
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Chapter I

“I saw no way the heavens were stitched!”
Emily Dickinson

1 INTRODUCTION

The thesis’ contextual setting starts by explaining the technological landscape in which industrial
maintenance finds itself in the era of Industry 4.0. The implication of such an idea is not only to
shed light on maintenance as a science and a discipline within the technological “4™ Wave” but
also to portray the diachronic nature of maintenance’ evolvement synthesised from three pillars:
(1) projects; (2) practice and (3) literature. Within the proposed pillars of evidence, the first
milestone consists of collecting meta-data and reflecting the state-of-the-art maintenance
manifesto. To avoid adding another horizontal-type research statement circulating around the
same ideology, the author of the thesis aims to switch focus from the general notion of systems’
(or machines’) time- and condition-based maintenance (CBM) towards sustainable energy-oriented
practice. The substance behind the argument will be explained through rationale, aims, and
objectives to gain a clearer insight into the issues being addressed.

1.1 RESEARCH MOTIVATION AND RATIONALE

1.1.1 INNOVATION AND MAINTENANCE

As the pursuit of innovation has inspired scientists and industrialists, it also provoked critics who
suspect that peddlers of innovation radically overvalue innovation and that what happens after
innovation is more important [1]. Unquestionably, the body of innovation embraced by
digitalisation (i.e. digital transformation) showed more technological progress in the last twenty
years than ever before. In line with such a dominant cult, manufacturing and service companies
started providing novel and mass customised market-oriented solutions overlooking innovation’s
disruptive nature at the time. New internet architectures and autonomous learning tools (e.g., Deep
Learning) drove success in fulfilling market demands exponentially faster. As such, altered business
models and organisational assets provided new ways of responding to customer demands in a
more agile and rewarding manner. This ongoing transformation of industrial assets and expansion
of technology-/market-driven solutions eventually coined the term “Industry 4.0” (14.0).
However, in such a flustering manner of accomplishing customer needs, where production and
service systems rapidly change their production flows, the degree to which industrial maintenance
managed to keep pace is the real question.

As asset-intensive companies set their agendas in accomplishing high-end market demands
utilising Big Data analytics (e.g. Machine Learning, Cloud Computing), predicting and responding
to disruptive market demands became much more manageable. One would expect that
maintenance as an “operational-dependent servant” can carry the weight of new technology while
upholding the imposed effectiveness and subdue to environmental legislation set by the political
agendas, such as Green Deal targets [2]. The perception of “necessary evil” as maintenance is
usually perceived by small- to medium-sized enterprises (SMEs) and service firms as reluctant to
invest in maintenance improvement; the implications stay the same—unclear benefits and scarce
investments into maintenance research. Interestingly, 83% of high-tech companies plan to invest
in predictive maintenance [3], claiming that it should be perceived as a profit-generating function
[4] and, in some cases, even a value-creating factor [5], which leaves one in a state of cognitive
dissonance, consequently shattering and contradicting the beliefs of SMEs.
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By predominantly favouring maintenance optimisation over the last few decades [6], it seems like
the malleable nature of maintenance research falls short of advancing into 14.0. Some question
industrial maintenance’s ability to evolve without intruding into the operational part of the system,
and others turn attention to reviewing existing maintenance literature for a potential research gap
[7]. Both, however, follow the imposed ideology of 14.0 without changing or altering maintenance
constructs.

Although the 14.0 feels like a driver of intellectual creativity of smart factories and new business
models on one side, however, recently felt like a philosophical stance and a buzzword in domains
other than industry-oriented solutions for justifying proposed novel concepts’ or, in the case of
high-tech academia, a way to make a scientific footprint by latching on the emblem of Industry
4.0. Consequently, a blurred sensation of maintenance advancements, saturation in secondary
source literature, and underachievements of original scientific contributions in changing the
maintenance constructs are poorly perceived. Even though the industrial “4th wave” technological
advancements show immense progress, they rely on fundamental energy transformation and
control principles. This could be one of the strongest arguments why maintenance stood in the
way of progress and which is one, among others, the reason to step back to an energy-oriented
solution. Altering maintenance constructs and re-defining maintenance indicators on energy
preservation/transformation could be a much-needed paradigm shift. Let us elaborate on the
trade-off between primary energy and waste energy depicted by the p-f curve in the following.

1.1.2 ENERGY AS A CONDITION MONITORING INDICATOR AND THE P-F CURVE

Traditional monitoring signals of the p-f curve (e.g., sound, temperature, vibration) are condition
monitoring indices of machine health that signal potential degradation (e.g., wear). The traditional
p-f curve (red line Figure 1) shows that the main signals for measuring machine health (e.g.,
temperature, vibration) are consequences of energy waste that are being monitored. The thesis’s
idea is to replace these waste signals with the primary energy source from which work is being
done. Namely, if one understands that energy, i.e., the capacity to do work, transforms from one
type to another, then there is no degradation but the change of potential energy and kinetic energy
(capacity and transfer). Therefore, the inference is that the maintenance job is not preventing
“degradation” per se but preserving potential and kinetic energy. It is meant to preserve the
primary energy source, whether potential or kinetic form, by preventing degradation. For instance,
the hydraulic pump has its potential energy defined by optimal (and maximum) volumetric capacity
(cm’) and rotational speed (rpm), with a defined ratio of losses (nx) consisting of volumetric,
hydraulic and mechanical losses. By defining the input parameters, the maintenance technician’s
task is to preserve this potential energy or prolong it as much as possible by various tasks, for
instance, preserving the mechanical structure of a pump by preventing physical change (damage)
that can lead to reducing primary energy transfer through fluid via external and internal pump
leakage. Therefore, the damage is seen by making more than one fluid-energy output source. By
observing the kinetic energy of a hydraulic system, the focus is then on hydraulic fluid since it
carries the energy from the pump to the actuators. Therefore, to prevent the loss of hydraulic
energy of a fluid, it needs to be cooled, cleared of contaminants (e.g., water, solid particles, air) and
properly preserved considering its chemical properties (e.g., base and additives) for maintaining its
properties — viscosity, compressibility, wear resistance, thermal stability, and many others. The
question imposed at the start is, how is this related to the p-f curve?

The basic signals being monitored are that the focus is given more to energy waste (red line Figure
1) than to primary-energy usage patterns (green line Figure 1) for the same goal of detecting signal
anomalies. Hence, the motivation of the thesis is spurred by the lack of condition monitoring
apparatus for making decisions based on the primary energy consumption (transformation),
particulatly flow and pressure derived from or to hydraulic power, which are used as indicators in
this thesis. The important notice is that the author is not elbowing out traditional condition
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monitoring analytics, nor is it possible to replace it soon. Instead, the general idea of monitoring
hydraulic power is to establish markers (classifying healthy from the non-healthy system) that result
from the inner or outer stressors. Monitoring hydraulic power change from the input to the output
(whether a component or the system) is a health index marker representing the quality of
operational and maintenance performance and actions being taken. The benefits of observing the
power change, i.e., the rate at which energy is transferred, are multiple. For instance, it can be used
for diagnostic and prognostic purposes — for establishing the health index of a machine, system or
unit, or predicting degradational patterns and preventing or reducing them. Secondly, energy can
be easily transformed into monetary value by monitoring degradation; operational and
maintenance performance can be a cost marker. Thirdly, it can be a potential human health hazard
indicator by observing the high peaks in hydraulic power caused, for instance, valve jamming.
Finally, it can also be used as an environmental pollution indicator to calculate the emission due
to energy usage and waste. Given the information, one can conclude that each indicator can be
used as a threshold for stopping the system. Hence, the maintenance goal is no longer preserving
machine functionality but multiple imposed functionality indices.

The maintenance research community is also entering the sustainability domain with the imposed
government legislation and initiatives (e.g., the Green Deal). We are already witnessing reports
proposing sustainable maintenance (SM). However, the author argues that the Energy-Based
Maintenance (EBM) practice is more technically sound given all the acquired hindsight so far.
There are a few downsides to why EBM is still not fully accepted. Firstly, available instruments
(e.g., pressure and flow turbine) still do not have the sensitivity of instruments such as
vibroacoustic ones. Hence, detecting signal deviations comes with a penalty and delay. Secondly,
it includes top decision-making and their poor understanding that energy is the primary currency
of the work. The third reason includes technical and data reasoning, which strongly depends on
market intelligence and data processing capabilities, which begs a substantial question: “Is data
science going to replace maintenance science?” Given the information, we only need a single
phrase to epitomise the gap between maintenance and data science — functional-productiveness.

A
Sensitivity ofan instrument S (x) = f2) [0, 1] Sensitivity ofahuman sense
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Figure 1. P-F curve of primary and waste energy description
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1.1.3  PILLARS OF RATIONALE

As society enters the green (sustainable) manufacturing era, maintenance scholars exhaust the
scope of existing theories and thrive for new ones within the economy’s secondary sector. Even
though manufacturing companies’ principal aim is profit-driven, stoppages must be avoided at all
costs; the advent of sustainability initiatives in the manufacturing sector resonates with the need
for a more compelling approach. Although industrial maintenance has changed over the last half
a century; however, it seems like the nature of maintenance evolution resembles static and sporadic
shifts in the industrial landscape. This is reflected through the exponential rise of literature review
studies and the ever-present need for a paradigm shift. The three main pillars of evidence that
support the underlying reason for such a claim consist of: (1) state-of-the-projects, (2) state-of-
the-literature, and (3) state-of-the-practice, and interrelated issues within those pillars (Figure 2).

[ Pillars of evidence for outlining the thesis statement ‘

State-of-the-Projects State-of-the-Literature State-of-the-Practice

il o\’
S =

[ —\
4 ' ¢

| 1. General understanding of current maintenance manifestoin EU |

| 2. Industrial maintenance existing body of knowledge |

| 3. Industrial facets and practical implications |

| 4. General research impact and contribution to the research community |

v

[ Formulating research problem, questions, aims and objectives ‘

[ Formulating general thesis statement ‘

Figure 2. Pillars of research motivation and rationale

Conducting a literature review within the scope of maintenance studies, one cannot help but notice
that maintenance scholars usually perceive the literature as the major driving source of evidence.
Consequently, these propositional claims typically fall short of providing industry-accepted
solutions, and they are rather considered simple explanatory remarks that are more
phenomenological models or conditional presuppositions lacking sufficient validity in the
industrial encirclement.

The author of the thesis argues that the literature is not enough large resource to portray the
diachronic nature of maintenance in the last few decades. Therefore, a systematic review of
available industrial maintenance projects within the EU should provide a more global
understanding of the industrial maintenance manifesto as a scientific discipline.

Moreover, investigating industrial maintenance as a technological discipline is also necessary as a
tradeoff between science and industrial practice to create a market-acceptable solution. Therefore,
the questionnaire-based survey is developed to investigate the state of the practice. Both tasks for
extracting evidence have not been done before by the author’s knowledge and are considered
beneficial for encapsulating the current body of knowledge in theory and practice.

4| Page



1.1.4 BRIDGING THE GAP BETWEEN DATA AND MAINTENANCE SCIENCE

The opening keynote speaker at the COMADEM 2019 conference, professor Andrew Ball,
warned against the claims that the future of maintenance could be left in the hands of data scientists
[8]. Consequently, precluding its hypothetical existence and structural association with
organisational needs in the eyes of policy-makers. Paradoxically, Al tools have the most significant
impact in manufacturing by predominantly being used for Predictive Maintenance (PdM) [9],
relying on control (process data) engineering rather than maintenance (failure data) engineering
[10]. Examples of maintenance technology contorting into operational technology are already seen
by the use of Statistical Process Control (SPC) tools as a part of intelligent monitoring for
maintenance decision-making purposes [11]-[14]. However, failure (functional) boundaries of
deteriorating systems cause problems for data scientists in predicting faults that are not pre-
defined.

By neglecting the causes of system degradations, i.e., failure mechanisms, one could not
appropriately manage a particular asset, which is why executives in asset-intensive industries state
that failures and unplanned downtime are still the primary challenges to their business [15]. The
fact that maintenance consumes from 40% [16], [17] to 60% [18] of operational activities questions
whether maintenance is a cost or a profit-generating function [4]. Also, it raises doubts about
whether data scientists can cope with random and non-random deteriorating mechanisms, thus,
further justifying the need for more advanced Maintenance Performance Indicators (MPIs).
However, traditional MPIs that include reliability, availability, maintainability and serviceability
(RAMS) fall short of being used as a dynamic indication of condition monitoring benefits for zero-
stoppage systems like aeroplanes and nuclear power plants. Enter operability.

What is meant by operability exactly? Although not so closely researched in the field of hydraulic
systems’ maintenance, it is explained mostly in the literature associated with the engine operability
of aircraft propulsion systems. The goal of engine operability defined by Steenken [19] states .. .7
to assure that the engine operates free of instability or with an acceptably small number of recoverable aerodynaniic
instabilities. ... The evolution of operability from RAMS [20] towards today’s understanding of the
concept as "...the ability to keep the system in a safe and reliable functioning condition” suggests the starting
point made — transferring from static (failure) data to control (process) data. The static (failure)
data metric of availability (A) for repairable systems is expressed as:

_ E[TBF]; _ MTBF 11
"~ E[TBF];+E[TTR];  MTBF+MTTR’ (1.1

where availability is the division of mathematical expectation of average time between failures
E[TBF], denoted as MTBF, with the sum of MTBF and expectation E[TTR] of time to repair is
denoted as MTTR. The dynamic (process) data metric for operability (O) is expressed as:

t I
Je e Timy wiPi(D)dt

t 1 >
toend Zi=1 Wipmax,i(t)dt

0 =

(1.2)

where [ is the number of loads in the system, P; (#) is the power consumption of load 7 at time 7
P,uxi (?) is the maximum required (or demanded) power of load 7 at time # and ; is a mission-
specific weighted function of the importance load .

The general implication is that availability is a measurement tool of a particular system's lifespan
performance or maintenance practice performance, while operability is a process measurement
based on which one relies on the system’s health without failure. The metric operability was first
introduced to determine the effectiveness of a power system at the corresponding loads by Cramer
21], [22]:
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where £ represents the discrete-time period in the integer form (from 4 to £..,); furthermore, there
are other metrics available that can be derived from operability, such as dependability Dg:

D, = E[0] (1.4)

which represents a mathematical expectation of operability, and as such minimum system
dependability can be used as a metric of the worst-case scenario:

D 1min = min[O]. (1.5)

Although operability intuitively describes the performance of process health, it does not impose
the functionality thresholds from which MDM can be done, both for diagnostic and prognostic
purposes. However, some propose different thresholds in the sustainable maintenance domain
using energy indicators. For instance, Hoang et al. [23]—[25] define thresholds of energy efficiency
using the concepts of Remaining Energy-Efficient Lifetime (REEL) for establishing prognosis or
remaining useful life (RUL):

REEL(t) = {(T: EEI(t + T) = EEIthresholdlEElt < EEIthreshold} (1.6)

where REEL represents the evolution of the parameter energy efficiency indicator (EEI):

E
EEI = — 1.7
5 (1.7)
where E is the total used energy input, and O is the useful output in physical units. Logical
presupposition reflects the energy consumed to produce a defined output unit. Moreover, further
going into analysis, JREEI, defined as the probability ¢ of the REEL, is defined as the time
before an object loses its energy efficiency property:

QREEL(t,q) = sup {v: P(EEI(t + v) < EEltnresnota} (1.8)

where sup represents the supremum of the given subset probability EET and is usually perceived
as the least upper bound (LUB), with the proposed mathematical expectation of REEL as:

MREEL(t) = E[REEL(t)]. (1.9)

It can be understood that both QREFEI and MREEL are deterministic and, thus, used to evaluate
the working system's operational state. It can be inferred that the motivation and rationale for the
research include:

(1) The imposition of sustainability on industrial maintenance practice;

(2) Switching the focus from energy-waste indicators to energy-usage indicators;

(3) Limitation of markers for establishing healthy from non-healthy machine state;

(4) Lack of dynamic thresholds for establishing limits for conducting maintenance actions.
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1.2 RESEARCH PROBLEM

The production system’s functional state in the asset-intensive industry’s processes has become a
significant issue. The maintenance literature on production systems’ proposed functionality
thresholds and operability modes face difficulties in modelling deteriorating mechanisms. Most of
the authors propose functionality boundaries either as static (rule-based) or moving average, in
which failure control limits are defined either empirically or by chance. Hence, the thesis author
set to accomplish functional-productiveness markers (FPM) in light of the argument. To
elaborate more closely on the new notion of FPM, the thesis’ author will briefly explain the
proposed concept of functional-productiveness control (FPC) [20].

Defining failure by the BSI standard as: “...zemmination of the ability of a system to perform required
Sfunction” [27] can be considered formulaic since it lacks specific determination of the term ability
and functionality. Instead, FPC is proposed to replace the notion of functionality with functional-
productiveness in determining the working conditions (process performance) as binary values, true
ot false [0, 1]. The ability is replaced with the notion of capability as ... system or unit capacity to transfer
power”, which quantifies the ability notion with binary values, true or false [0, 1].

It should suggest that the FPC concept closely resembles process capability in Statistical Process
Control (SPC). The difference is that SPC quantifies the capability of a production process,
whereas, in the FPC, we are monitoring FPMs that are artificially created for measuring the ratio
of machine or component performance. Hence, the SPC explains overall operational performance
while FPC presents the machine health index. If we observe the system overall (specific machine)
with 7 subsystems, we can use the Specific Energy Consumption (SEC) indicator to set the
thresholds used for classifying healthy from non-healthy systems (Figure 3). For instance, setting
the rule-based threshold of at least £ out of 7 required products for a specific input power of P.
This can be explained by eq.0, suggesting that after a certain period, the system does not poses the
capacity to fulfil the needs of a production process, although the system can be considered
operational and functional.

Number of products produced per
input unit. Specific Energy
Consumption (SEC) indicator.

/ i \ Number of cycles performed by the
B B B \ actuator (e.g., hydraulic) per hydraulic
() () Q) | S, \ power delivered to the system from
/ hydraulic pump.

T~ e ;’\ Difference between input power to the
- K v A
” e N/ N :
) o ( ) ( Deoa (¢

) |component and output power delivered

to the following one.

Figure 3. Three-layer system with # sub-systems and # units (components)

Going onto the second layer of observing a specific sub-system (hydraulic), one can infer the same
principle without using a product-specific threshold but final actuation device (e.g., cylinder). For
instance, if an input hydraulic power reaches a certain threshold where the speed and force of a
cylinder drop below a defined range that corresponds to the minimum amount of products
required to be produced at a specific interval. At the lowest level of a unit or component, it can be
observed that functional-productiveness is the loss between input and output energy, i.e., loss of
units’ capacity to transfer power after reaching a specific minimum defined threshold.

The literature on the current Predictive Maintenance (PdM) research under the concept of 14.0
utilises modern Big Data analytical tools in assessing failure (diagnosis and prognosis) and
optimisation (resources) purposes. However, the literature reports a rule-based approach while
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upholding the same philosophy of preventing stoppages [28], [29]. Modelling the failure as a static
time to an event with an empirical pre-set failure threshold is usually set in the literature as rule-
based control limits. These fixed thresholds set either by chance or experience are a major problem
in dynamic industrial processes. For instance, some processes may start degrading earlier and
maintain some stability over time but cause major problems and consumption of resources since
they are working below static thresholds (left in Figure 4). These fixed thresholds do not work well
over a longer period. Therefore, re-defining control limits after each specific production batch can
cope with such instances since an expectation is that the process will have some degree of
degradation over time. Therefore, the thesis author introduces the dynamic signal thresholds (right
in Figure 4) abstracted as quasi-faults (QF). This can help differentiate between total failure (TTF)
thresholds to optimise decision-making and conduct maintenance actions based on dynamic
reasoning when a certain QF is surpassed. That way, processes can always be maintained at a
“peak” efficiency without stoppages.

Quasi-failure ;mmol lfm)lv t)l‘ periods 1p Quasi-failure control limits of periods 1 p
T P 7 E—— - TR N o o
L ! i TF(Ti)—m— T
i W [T G .
P 1' ; wn ) ‘» ! ulm ) M e .‘\ /.
“ Z / / | \ &
Q ////////7////%2%///% ________ //7///////////‘//////////// i g
IT-UC W/
/—L,_\1 /—L,_\4’ | functional-state W [ N7 L7 2%
Py ! { | j ¢ e
I TF-LCL ||
e e e ‘ |
7 Z =
f?.',,',f.!% ///A///// //// v e | s N e =
TF-LCI < 1s 1 ta - L [P Len
O¢T—-L+T —4‘—<~T ) B —1 ufT —L 7 1‘ 1 5 1: L

i
o U by I by 1 e L frwe I b lirw

Figure 4. Functional-productiveness control boundaries with quasi-faults (QF)[20] for static
thresholds (left) and dynamic (right) thresholds

Under the EBM paradigm, the goal is to allocate markers suitable for re-defining indicators for
assessing machine state health. The research problem being addressed in the thesis is the
determination of markers important for binary classification (diagnostic) purposes in separating
healthy from non-healthy states [0, 1]. At the same time, these markers will be used for the
reliability analysis of different scenarios to optimise maintenance decision-making. Therefore,
several statistical parameters will be used to assess the system behaviour. For instance, the most
commonly used markers of such kind are mean value (i) and variance (6”) or standard deviation
(o), which are used to establish the process behaviour compared with input and output values of
different sources. Aside from using the first raw mathematical moment (mean value) and second
centralized moment (variance), the author will also include the third and fourth standardised
moment (skewness and kurtosis) and other parameters for assessing the power signal behaviour.

1.3 RESEARCH AIMS AND OBJECTIVES

The thesis aims to provide a conceptual framework of EBM and the mathematical formulation of
functional productiveness to determine quasi-faults (degradation markers) used for classification
purposes. For instance, in the Preventive Maintenance (PM) and CBM domain, the system could
be considered operational and functional even if it is causing environmental pollution and reduced
operational efficiency. In such circumstances, it causes energy to waste on one side, while on the
other, it does not produce enough output to be considered liable and held in operation, depending
on the quality practice imposed. The system needs to be stopped and subjected to corrective
actions before returning to a productive state, consuming time, costs, and energy.

The FPC concept takes predictors for determining (un)functional-productivity — unsafe and
polluting conditions, besides energy (over)consumption. The lack of defined control limits for
these markers that are not pre-defined is another cause why data scientists fail to determine and
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understand the flaws and failure mechanisms. To provide a deeper understanding of the impact of
the proposed solution, the author set five research objectives.

The first objective is to investigate the current philosophy of maintenance research by investigating
scientific projects in the EU on industrial maintenance. The objective aims to understand the
maintenance technology researched behind a particular ideology. Moreover, the specifics of the
proposed research objective include (1) determining the most common types of maintenance
policies/strategies; (2) searching for the presence of energy-oriented maintenance research within
the projects funded by the European Commission; (3) and discuss the lack of achievements,
objectively, in comparison to other actual research topics. The goal for specifically addressing these
projects is easy to access and transparent meta-data of Framework Programmes of R&I projects
through The Community Research and Development Information Service (CORDIS) database.
Therefore, the author formulates the objective as follows.

RO1. Investigate projects’ research results and dissemination activities related to industrial
maintenance research within R&I EU projects. Allocate potential projects related to the energy-
oriented research within the industrial maintenance domain and provide a general conclusion
regarding the currently ongoing research of industrial maintenance for Horizon Europe.

The motivation for this research objective is seen through (1) the lack of advancement of industrial
maintenance in 14.0; (2) research agendas imposed by the Green Deal initiative of the European
Commission regarding the decarbonisation of industrial assets by the end of 2050; (3) lack of
industrial maintenance R&I projects in terms of sustainable maintenance performance indicators
(MPIs).

The second objective includes applying a systematic literature review (SLR) of ongoing energy-
dedicated maintenance research. The specific sub-objectives include (1) investigation of the current
school of thought regarding energy-dedicated maintenance research under various decision-
making levels; (2) elaboration and discussion of potential research gaps and limitations of the
proposed methodology; (3) development of the EBM conceptual framework subjected to different
MDML (Maintenance Decision-Making Level). The second research objective is set as follows.

RO2. Using systematic analysis, investigate the existing energy-dedicated maintenance research
related to MDM and the energy aspect. Reflect on the current energy-dedicated maintenance state-
of-the-art research and discuss potential limitations within studies.

The need for such a study is noticed with the exponential rise of the papers investigating the
influence between maintenance activities and energy consumption. Thus, potential benefits are
noticed through increased demands for energy-efficient solutions and imposed regulations on
carbon footprint emissions, which could further justify the need for such maintenance transition.

The third objective is to conduct an industrial survey to investigate the current state of the practice
regarding the maintenance of industrial hydraulic machines. The driver for FP exemplification on
the hydraulic system is because, arguably, they are the highest source of energy dissipation of all
control systems and consequently are mostly subjected to energy-preserving studies. Applying
different maintenance practices, tasks, and actions significantly influences energy performance.
Moreover, due to its intrinsic relationship in modelling the newly proposed failure-triggering
mechanism, for instance, fluid degradation that can produce environmental consequences (e.g.,
leakage) and economic consequences (e.g., failures, energy consumption), it can be easier to
articulate the benefits of FP through a practical example. The research will be beneficial and
justified in a more practical and industrially-accepted context by extracting operational and
conditional data from state-of-the-practice. Therefore the following research objective is proposed
as follows.

RO3. Develop and conduct a questionnaire-based survey that includes: (1) the type of machinery
applied across industrial sectors — mobile and stationary machines; (2) maintenance policies,
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programs and activities applied within manufacturing and service companies on all levels of MDM;
(3) the technology applied — type of data acquisition and data processing tools and methods; (4)
most common types of failures and causes of stoppages/failures; (5) define and determine the
environmental and economic indicators applied for reflecting the success of various practices.

This specific objective is not limited by economic and environmental data but is also projected to
determine meta-data and variables that influence the system’s operational performances, affecting
higher energy consumption. Such data is needed because of the stochastic nature of the bottom-
line function subjected to human activities, which is currently being subjected to multiple studies
in multidisciplinary research. This information can further help isolate the human factor or give a
general understanding of the intrinsic relationship between operational and maintenance activities
and their overall performance.

Although monitoring energy can help one understand operational efficiency, i.e., system energy
performance, the lack of research is related to the difficulties in determining the appropriate
functionality of proposed models in the literature that can help trigger maintenance actions and
return or adjust the system into the safe operational state. Generally said, the FPMs with FPC are
considered discriminators for classifying functional- from the non-functional state. The fourth
research objective is to define markers important for establishing the health status of a machine
that can be used for diagnostic, prognostic and optimisation purposes.

RO4. Using supervised machine learning algorithms, determine healthy from a non-healthy
machine regarding the hydraulic power variable. Upon determining the most appropriate learning
algorithm, extract the most important predictors (markers) that can be used to assess the system’s
functional-productiveness.

The fourth thesis objective is directed at determining a machine learning model from a hypothesis
space, in which the FPMs are extracted based on the most appropriate classification algorithm.
The markers are then used to gain insight into machine health; consequently, they can be used for
diagnostic, prognostic and optimisation purposes. Therefore, the final research objective is set to
determine the system’s reliability analysis using the proposed markers and boolean operators to
optimize machine performance.

RO5. Conduct a reliability analysis with the proposed FPMs and compare it with the available
maintenance practice applied. Discuss the potential benefits of implementing FPC with EBM
prospects and potential setbacks in implementing the EBM practice.

The final objective is a milestone for transitioning between the traditional static (failure) data
maintenance practice and a dynamic (process) data maintenance practice. Hence, the benefits of
accepting the concept of functional productiveness are threefold. Firstly, power consumption can
provide insight into the machine’s health prediction (maintenance diagnostic and prognostics) and
operational performance (production performance). Secondly, energy as a maintenance
performance indicator (MPI) can serve as quality control of environmental responsibility in energy
usage, and it can also be transformed into an ecological COzeq indicator. Finally, energy as an MPI
can be used to prevent or reduce stoppages, thus, optimising the system by reducing the
consumption of resources.
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1.4 'THESIS STATEMENT(S)

In today’s dynamic but sustainable-oriented technological ecosystem scientific basis for cognising
what observable facts constitute is merely a relative observation of the present states. Thus, one
would constitute that for a hypothesis, and potential theory, to be falsifiable, it must be inert to
changes. The underlying reason for engaging in this narrative is the lack of horisontal-type research
studies by initially testing the previously “settled” statements and conditional premises that can
eventually mature into accepted theories.

Such criticism, primarily, can be easily verified by the lack of meta-analysis studies in industrial
maintenance research. Secondarily, with the focus on replicating failure modes, i.e., physics of
failure, that is needed for developing Digital Twins (DT) of failures (DTF), how those digital
replicates will be tested and verified according to the unknown (environmental) perturbations
drags more questions into states and activities leading to a failure. Thus, big data of causality
between states before and after the failure and the process within is insufficient. The underlying
reason for that is quite evident — the scarce resources and justifiability for conducting such a study
will undoubtedly be ever accepted, regardless of the system or process.

Thus, all the research in the maintenance domain focuses on avoiding or preventing the failure,
thus prolonging the remaining useful life of the system or optimising maintenance activities to
preserve the resources without the ability to observe and collect data on failure mechanisms.
Therefore, the research focuses on the degradational mechanisms and markers associated with,
ie., classifying healthy from the non-healthy state by proposing functional productivity for
improving decision-making aimed at diagnosing, prognosing and/or optimising production
system.

The author of the thesis aims to dissect “settled statements” of industrial maintenance scientific
achievements by questioning the actual advancements regarding industrial maintenance in primary
sources. As observed by the shift towards sustainability, maintenance indicators now include
energy-dedicated and sustainable performance indicators. Therefore, the author of the thesis will
challenge the current “state of the maintenance research” by questioning advancements in
maintenance through EU research projects. Secondly, allocate energy-dedicated maintenance
literature and discuss potential benefits and setbacks in accepting such radical change. Thirdly, the
author of the thesis will challenge the hypothesis that contamination is the leading cause of
stoppages in the hydraulic system through a state-of-the-practice questionnaire. Finally, an
experimental investigation of hydraulic systems will be done by utilising power-consumption
monitoring practice.

1.4.1  QUESTIONING SUSTAINABILITY IN MAINTENANCE RESEARCH PROJECTS

Formalising the thesis statement will be conclusive if, and only if, all the argument’s premises can
be tested. Identifying that the hypothesis is clearly defined and empirically tested avoids ill-defined
propositions not subjected to falsifiability. To support the lack of achievement in the sustainable
and energy-oriented maintenance domain, the author first challenges the evidence from state-of-
the-projects by formalising the first major hypothesis as:

H;: ,,Lack of scientific advancements in industrial maintenance domain is seen due to the lack of
sustainability features of maintenance projects funded through the EU.

h"o: “Industrial maintenance R&I projects dedicate more towards technological advancements than educational and
structural repair in industrial maintenance technology.”

WP “Industrial maintenance R&I projects dedicate more towards education and structural repairs than on
technological advancements in the industrial maintenance domain.”
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W : “Industrial maintenance EU R&I projects show a statistically significant relationship between educational
and structural repair projects and dissemination activities in industrial maintenance technology.”

" “Industrial maintenance EU R&I projects do not show a statistically significant relationship between
edncational and structural repair projects and dissemination activities in industrial maintenance technology.”

The author’s intention here is not to set a majestic scope of the thesis impact but rather a specific,
well-defined frame for contributing to the topic of sustainable maintenance. Thus, these problems
from which the hypothesis is derived reflect an inquiry into resolving dynamic systems’
environmental and technical issues. The goal of such a propositional statement is to ensure
continuity in the energy-oriented decision-making, of which the focus is set upon a technologically-
sustainable manufacturing ecosystem and research projects dedicated to energy-oriented solutions.

1.4.2 CHALLENGING EVIDENCE FROM MAINTENANCE PRACTICE

For testing the prospect of the EBM within the technical, organisational system, the first idea is to
choose an appropriate system in which maintenance strategies have already been utilised. Thus, to
accept the solution, let us first challenge and verify the conditional premises accepted before
conducting an experimental verification. The goal is to validate the acceptability of energy
condition monitoring compared to waste energy p-f curve indicators to conduct maintenance
actions. Since the domain is a hydraulic control system, the first task is to collect as much evidence
regarding the meta-data associated with the oil-hydraulic system.

The reason for conducting such a selective study is that it is widely known that oil-hydraulic
systems are low in energy efficiency. So the first task is to find the most common failures
appropriate for conducting analysis using instruments for condition monitoring of the p-f curve.
At the same time monitoring hydraulic power for conducting diagnostics will be done by
monitoring hydraulic power variables — flow and pressure.

It has been an ever-present notion that the main cause of failures across hydraulic control systems,
regardless of the application, are contaminants (particle contaminants [30]; air and water [31];
temperature [32]). Therefore, before using contamination as a non-random deteriorating failure
measure and associated condition monitoring tools (e.g., Lubricant Condition Monitoring — LCM),
the hypothesis will be formulated to challenge the “settled” statement as follows:

H_: “Particle contamination is the leading cause of failures of hydraulic systems.”

b?o: “Contamination of hydranlic system, in general, is at least 70% responsible for all failures in the domain of
hydraunlic control systems.”

h*.: “Contamination of hydraulic system, in general, is not 70% responsible for all failures in the domain of
hydranlic control systems.”

As presented with the evidence and to challenge the proposed Hj under the hypothesis research
model, the survey data shows discrepancies in the actual state of failures regarding the root causes
of hydraulic systems. However, divided opinions forced the author to validate the proposed
hypothesis that at least 70% of failures can be attributed to contamination. That being said, one
can conclude that reliability is strongly influenced by the contamination of the fluid leading to
premature degradation and failure.

1.4.3 EXPERIMENTAL VALIDATION AND COMPARISON WITH LCM

Finally, from the evidence collected, a specific hydraulic control system of a rubber mixing machine
process will be used to test whether LCM can be used as an indication for measuring energy
reduction under the specific maintenance strategy applied. If so, then measuring hydraulic power
variables (pressure and flow) would be multicollinear and redundant for decision-making since
appropriate predictions can be made just by monitoring particle contamination. Therefore, the
hypothesis is set as follows:
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H;: “Under the accepted condition monitoring procedure and maintenance practice applied,
particle contamination strongly correlates between non-random deteriorating failure and hydraulic
power consumption.”

The supporting premises to be investigated are as follows.
h™o: “There is a relationship between hydranlic power reduction and particle contamination in a hydranlic system.”
Wl: “There is no relationship between hydranlic power reduction and particle contamination in a hydranlic system.”

The idea of proposing such a hypothesis is to investigate the existence of multicollinearity and
question the need for power monitoring if acceptable predictions can be made by monitoring
particle contamination using particle counters and elemental analysis.

1.4.4 MACHINE LEARNING HYPOTHESES SPACE

Machine learning algorithms consist of supervised, unsupervised and reinforcement learning
algorithms. The experimental validation will be conducted akin to supervised learning algorithms.
However, some unsupervised learning algorithms (e.g., PCA) will be used for data exploration and
visualisation (e.g., removing outliers and selecting predictors). Since the prediction (inductive
reasoning) includes diagnosing healthy from non-healthy, the outputs are given as a binary variable,
Le., true or false [1, O].

The learning algorithms that are applied consider binary classification problems. Since the goal is
to establish markers used for optimisation purposes by reliability modelling, the task considers
selecting the most appropriate model (based on classification accuracy) from hypothesis space (H).
These markers establish a target function by mapping inputs (x) to outputs (y) with machine
learning algorithms (Figure 5). Therefore, target functions are comprised of hypothesis space
(multiple models) in which the most accurate target function is the selected model (hypothesis).
The outputs for classification models are labelled as healthy — “None” — suggesting no faults or
failures and non-health — “Quasi-fault” mode — where anomalies have been noticed and labelled
accordingly. The hypothesis set (H) is a space of possible hypotheses (4,), while hypothesis (4) is a
specific candidate model 4 () = f(+) that maps inputs (x) to outputs ()).
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Training dataset S 4e S N e per ol observabic
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Figure 5. Inductive learning hypothesis testing in machine learning

All possible objects described by the features are called instance space (). Considering the two-
class classification [1, 0] problem, the concept ¢is a function that explains a specific label feature
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as ¢ = f (x|y = 1). Therefore, the systems' goal is to learn the concept given the classification
outcome. Concept ¢ is considered a subset of instance space for a given X{1, 0}. Finding the
concept ¢ we determine the hypothesis (), which is a function that approximates f(+) given label
(y1 or y9) and imposed language bias (constraint and preference). If we consider an example of
determining all possible hypotheses space of binary feature space {x7, x2...x,} the possible
instances are 2™ and possible boolean functions are then 2°™". Given such hypothesis space, it is
impossible to examine all possible hypotheses individually to select the best hypothesis. For such
reasoning, we impose restrictions and preferences. The amount of hypotheses /; is restricted by
the imposed language bias. The type of restriction bias is ML algorithm — linear function,
polynomial function, logistic function, etc. The preference bias includes considering the proposed
function but a lower degree function, e.g., lower degree polynomial.

Setting an input (with learning data—training) $4 € § and output as a hypothesis » € H. To put
restrictions on hypotheses space, we select the hypotheses language. The restriction bias is set with
the following machine learning candidate models /:

(1) Gaussian Naive Bayes (GNB) classification algorithm;

(2) Artificial Neural Network (ANN) classification algorithm with one hidden layer;
(3) Logistic regression (LR) classification algorithm;

(4) Classification and Regression (CART) Decision Tree classification algorithm;
(5) k-Nearest Neighbour (kNN) classification algorithm.

Both parametric and non-parametric as well as linear and non-linear learning algorithms are used.
The preference of the learning outcome is that hypothesis (model) will be chosen for extracting
predictors based on the performance metrics of given unseen (testing) data. The performance
metrics for classification include a considerable amount of calculations (e.g., Accuracy, Precision,
F1, Recall); however, for the sake of simplicity, we will use the Acuracy metric of the classification
matrix given as:

TP+TN

Accuracy = ———
y TP+FP+TN+FN ’

(1.10)

where TP represents true positive predicted; TIN represents true negatives predicted; FP predicts
false positives; FN predicts false-negative classes.

Considering the information provided, the final thesis statement is set as follows.

“Considering an instance space S4 generated by the unknown function y = f{x), using functional-
productiveness markers (FP,”), it is possible to approximate the true function £°) with a given
candidate model /4(") € H that maps inputs (x;) to outputs (y) given unseen data S5.”

Given the thesis statement, the following restrictions and preferences are imposed:

- The instance space S is considered a dataset of all possible instances and attributes,
where S is the learning (instance) space, a randomly generated sample consistent with .§
(84 €5), such that §4 7 S, where S is the unseen data of the learning algorithm.

-y, where class 7 € R 4={1...n}, such that 4 > 2 for the classification problem.

- Functional-productiveness markers FP,” are probability parameters extrapolated from an
observed system’ (7) power data (elaborated in 10.1), such that power data is a measure of
hydraulic power in the thesis experiment.

- Functional-productiveness markers FP,” are statistically significant if the p value < 0.05
criterion is satisfied.
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1.5 OUTLINE AND KEY REMARKS OF THE THESIS

This thesis consists of four chapters with sections within each chapter. For practicality, the reader
is kindly asked to follow up on Table 1, where descriptions of limitations and opportunities are
also given. By providing descriptions of limitations and opportunities, the goal is to identify
potential research gaps, opportunities for research continuity and limitation of the provided
information.

The first chapter explains the theoretical foundation of existing empirical evidence regarding
maintenance as a scientific discipline. In addition, it explains the framework in which industrial
maintenance finds itself in the technological “4™ Wave”, emphasising the lack of achievements and
latching on to the sustainability aspect. The fourth part of the first section provides a statement
with supporting premises to be challenged for the final thesis statement to be valid, after which an
outline is given. The second section explains protocols for extracting and dissecting evidence from
various sources: (1) EU projects database; (2) scientific literature databases; (3) reports and
empirical evidence from reports and databases established in practical working conditions. The
last section provides key takeaways from the introduction and elaborates on the protocol and
evidence applicability important for the thesis outcome.

The second chapter comprises three pillars of evidence to justify the conceptual framework of
the Energy-Based Maintenance (EBM) paradigm as a new strategic manifesto for approaching
diagnostic, prognostic and decision-making activities within maintenance decision-making layers.
The underlying reason for evidence synthesis from these sources of evidence, i.e., practice, projects
and literature, served as an apparatus to justify the arguments behind the concept of needing an
EBM research framework. The fourth section provides research results of collected evidence from
research projects in the form of meta-data. The fifth section provides empirical evidence from
collected primary research studies regarding energy-dedicated maintenance contributions of each
layer of decision-making. The last section provides questionnaire-based survey results of hydraulic
systems’ maintenance practice and results of implemented practice. Aside from practical results,
the meta-data of collected evidence is used later for selecting an appropriate experimental system.

The third chapter utilises machine learning algorithms for selecting appropriate candidate models
given extrapolated parameters abstracted as functional-productiveness markers. These are
evaluated through their variable importance (VIP) for contributing to the model classification
accuracy. After testing all candidate models, the model with the highest classification accuracy is
chosen, and their associated predictors are used for reliability modelling. The reliability modelling
is used for optimisation purposes where time to an event is chosen on boolean operators of
functional-productiveness markers. The seventh section elaborates on setting and preparing the
experiment, data collecting and filtering. The eighth section provides data extraction and pre-
processing methodology for machine learning training and testing. The ninth section elaborates
on each ML model utilised, parameters and results achieved through the accuracy of classification
matrices.

The fourth chapter consists of three sections: The 10" section of the third chapter includes
reliability modelling and optimisation, suggesting improving a system's health through different
maintenance actions. The 11" section discusses empirical evidence and results associated with data
collected through the doctoral thesis; the 12" section provides concluding remarks as an overview
of the thesis outcome, contributions to the literature and limitations of the study with a brief
overview of the future research work, main limitations of the proposed solutions and research
interest objectives for the post-doctoral research.
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Table 1. Outline and organisation the thesis

# Section Highlights Oportunities/Limitations
1. Introduction e Identifying setbacks of industrial Contribution to Lack of meta-
maintenance advancements in the the evidence  analysis studies
technological “4th Wave” era. collection. in industrial
e Elaboration on the need to Sustainability in maintenance.
transfer from static (failure) to the maintenance Insufficient
dynamic (process) data. sphere for data information
fa— . .
by e Proposition and statement on the processing. regarding
2 functional-productiveness Functionality functional
£ markers. markers. productivity.
o
2. Protocol e  Research protocol description for Effective in It takes a long
synthesising projects’, literature’, making time for
and practical evidence. conclusive evidence
e In-detail description of each arguments.  collection and
protocol for extracting evidence Better research processing
and data processing. insight. (updating).
3. Projects e  Representation of results — New sources of ~ Lack of meta-
collected and processed evidence empirical data from
from research EU projects. evidence. ~ CORDIS base.
i . Opening the Insufficient
= 4. Literature e Representation of results — pening
2 . chapter on and scarce
) collected and processed evidence ) ..
& : : sustainable original
5 from energy-dedicated literature. . .
6 maintenance. evidence.
5. Practice e  Representation of results — Rejecting the Lack of
collected and processed evidence hypothesis of original
from failures on hydraulic contaminant-  databases from
systems. induced failures. respondents.
6. Experiment setup ~ ® Explanation of experimental set- Data processing “In vivo”
up — given the acquired with implement machine
information from the practice. maint. policy. process.
. . . . Data
7. Experiment result e Working conditions, Data correlation .
. . . ) preparation.
— characteristics, fluid sampling, with power :
= Big data
— APC, flow and pressure, SCADA. parameters. .
5 analytics.
s
& 8. Data preparation e Explanation of pre-processing and  Data exploration Missing data
6 filtering of data. Setting via unsupervised for association
functional-productivity markers. learning models. rules.
9. ML models e  Explanation of individual Setting Lack of
candidate models and applicability parameters for algorithms
of markers for supervised learning improving (e.g., random
with classification results.. accuracy. forest).
LT : o . Improvin Lack of
10. Reliability analysis e  Optimisation of maintenance mp & o
. S, maintenance empirical
practice through reliability theory. . . .
decision-making. evidence.
i i e  Explanatory remarks regardin, . .
. 11. Discussion p ty & g Differentiating  Lack of energy-
— the current state of energy- .
b : . between layers dedicated
13 dedicated literature through
o : PR of CM research
& projects, practice, literature and L .
< . applicability. studies.
8] experiment. /
i ; . New research Lack of data
12. Conclusion e General thesis overview. L .
o . directions with for
Contributions to the literature. . .
at . unsupervised unsupervised
Implications of the proposed idea. . learnine (A
learning. earning (AR).
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2 RESEARCH PROTOCOLS AND METHODS

A systematic research protocol for every pillar is proposed to mitigate vagueness and systematic
errors in extracting valuable information by respecting scientific ethics, thus distinguishing quality
from quantity. To understand the other’s ability to make conclusions and outcomes with
sophisticated exactitude, one must replicate the process of synthesising evidence and reproduce
the results provided by the priori. Following Karl Popper’s school of thought further motivated
the author of the thesis to propose explicit research protocols for respecting transparency and
reproducibility. These protocols for extracting relevant data rely upon Evidence-Based Practice
(EBP) [33]. Although protocols are mostly utilised in medical practice, knowledge transfer is ever-
present in social, natural and engineering sciences. The EBP or EBA (Evidence-Based Approach)
[34] is becoming popular through the use of systematic reporting of literature, usually under the
notion of Systematic Literature Review (SLR) [35]. Each protocol for extracting relevant evidence
will be elaborated in detail in the following sub-sections.

2.1 RESEARCH PROTOCOL FOR EXTRACTING EVIDENCE

Systematic reviews have been celebrated in the last couple of years (Figure 6) due to their base
principles in mitigating bias — respecting transparency and replicability. Although, by the thesis
author’s experience, while some also argue for [34], the SLRs paper seems to be privileged more
narratological than critical approach, especially in the industrial maintenance domain [306], [37].
Namely, the SLR must exclusively rely on the primary-source studies [38] respecting the target of
the research question, while the ScR (Scoping Review) targets broader research questions [39], [40]
by which data includes primary and secondary sources. Unlike the SLR, where the goal is to answer
the proposed question utilising only primary publication sources with a horisontal question, the
goal of the ScR is to answer a much broader, thus vertical, research question.

4000 600
3500 ~ 0 ScR WoS Overall 500 | ScR WoS Engineering
3000 | OSLR WoS Overall OSLR WoS Engineering
) ScR Scopus Overall 400 4 ['ScR Scopus Engineering
2500 ~ [JSLR Scopus Overall [JSLR Scopus Engineering
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100 ~ H
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@) (b)

Figure 6. SLR and ScR reviews overall (a) and engineering (b) by WoS and Scopus

The lack of appropriate methodology and differing interpretations of evidence does not allow
critical appraisal of evidence, thus lacking falsifiability criteria. Without respecting the replicability
and reproducibility of the results, we, as research peers, cannot achieve theory advance. Recently,
a 2016 poll reported in the journal Nature suggests that over 70% of the 1500 respondents were
unable or failed to reproduce another scientist’s experimental results, and even more worrying is
that 50% of scientists failed to reproduce their own [41]. Studies in industrial maintenance also fail
to provide transparent methodology or protocol for extracting relevant evidence. For instance, a
systematic review study [42] researching the benefits of LCM for MDM fails to show the
methodology utilised; hence the study cannot be replicated. A similar study [43] excluded at least
ten papers regarding the sustainability aspect of MDM.
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Consequently, such research reports appear to be more elusive than exact due to latent research
methods. In that case, the author provides a more reliable and well-established protocol with
exegesis of previous methods given by various authors within the same research field. These
considerations forced the author to place a loop on evidence synthesis by providing a transparent
and replicable research protocol for extracting relevant evidence from various sources.

2.2 RESEARCH PROTOCOL FOR STATE-OF-THE-PROJECTS [58]

Theoretically speaking, the scientific commuity expects that industrial projects provide sound ways
for altering maintenance; however, statistics show it is not straightforward [44]. It is questionable
whether direction of R&I are focusing on technological development or maintenance repair. Since
in the second case the benefits are quite dubious considering technological and economic growth.
More worrying is the fact that, in some instances, multimillion-maintenance-related projects after
evaluation show a lack of contribution and impact [45]. The research work on maintenance, on
the other hand, shows the proliferation of narrative, critical, and systematic reviews [13], [37], [46],
[47], emphasising saturation and the lack of maintenance progress in sustainable manufacturing
[48]. On the other hand, proposing novel approaches with defamiliarisating narratives by
reinventing existing concepts seems to resemble a strawman fallacy. Some argue [24] that
overlooking sustainability indicators [49], such as energy efficiency or carbon footprint in the
decision-making process, as in the case of [43], are seen as setbacks for maintenance evolution.

2.2.1 SETTING THE RESEARCH QUESTIONS

Although existing maintenance policies help one understand their principles, none of them
specifies which strategies should be utilised in the specific industrial domain. Hence, the author
sets two research questions to respond to the first research objective.

RQ1. Within the research EU Framework Programmes (FP), which dedicates to industrial
maintenance research, which maintenance strategies or programs stand out the most for a
particular industrial application?

The proposed question distinguishes the number of research projects quantitatively within a
specific industrial domain. The aim is twofold: to investigate the presence of energy-oriented
maintenance research projects and maintenance research interest within EU programmes.
Furthermore, academics and practitioners would expect that R&I projects provide novelty in terms
of altering maintenance fundamentals or perhaps Intellectual Property (e.g., patent, design, or
know-how). However, R&I maintenance projects seem to focus more on the education aspect and
structural repairs than on technological advancement. Therefore, the second question is proposed.

RQ2. What are the overall research outcomes and dissemination activities of R&I maintenance
projects funded by the EU, and how are they portraying maintenance development?

The goal of proposing such a question is threefold: (1) to investigate the correlation between funds
invested into R&I projects with expected scientific and technological deliverables; (2) to highlight
the uneven scientific and technological contribution of maintenance EU projects; and (3) to
discuss the lack of achievement of industrial maintenance technology within EU maintenance-
related projects.

2.2.2  SETTING ELIGIBILITY CRITERIA(S) [58]

A corpus of projects realised between 2000 and 2019 using Community Research and
Development Information Service — CORDIS (https://cordis.curopa.cu/) is analysed. The
CORDIS repository consists of all EU-funded research projects and their results [50]. The
underlying reason for choosing CORDIS is because the network has transparent data of all
projects funded in the EU under the Framework Programmes. Moreover, the Green Deal initiative
also served as an apparatus to illustrate why such legislation can be used as a research direction-
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finder. The Green Deal initiative is also one of the motivational aspects where the primary interest
is to reduce carbon emissions on a continental level, including sustainability in everyday industrial
decision-making. Therefore, including the sustainability element, such as energy, cannot be
overseen because of energy waste and carbon emission influence in MDM.

The first step of systematically reporting and extracting evidence is setting the eligibility criteria
(Table 2), including inclusion and exclusion. Inclusion criteria encompass main features of interest,
while exclusion criteria serve as a tool to exclude non- and loosely-related projects regarding
proposed RQ1 and RQ2. The goal is to search only for the projects dedicated to industrial
maintenance research and exclude others. The time frame is based on the framework programmes
realised from FP5 to FP8 (Horizon Europe).

Table 2. Description of inclusion and exclusion (I/E) critetia

I/E criteria Sub-criteria Description of criteria
Inclusion Projects  funded by Projects included for evaluation can only be from the European
criteria EU/EC (PEC) Commission’s projects.
Repository  of Projects Results are from the repository of the CORDIS database
(RoP) (https://cordis.europa.eu/).
Framework Programme Framework Programmes for Research and Technological
Projects (FPP) Development (FP5-FP7) and Research and Innovation FPS8
(H2020) projects.
Time Frame (TT) The time frame is set from 01.01.2000 to 01.01.2020.
Exclusion Non-Related (NR) NR1: Projects not dealing with industrial maintenance (e.g.,
criteria medicine, biology) are excluded.

NR2: Projects that appear after the search due to keyword bias;
however, they do not address research on industrial maintenance
are excluded.

Loosely-Related (LR) LR1: Projects that deal with the services of softwares, programs, or
algorithms but not with industrial maintenance practice.
LR2: Projects dealing with social challenges, ergonomics, business,
and other non-specific industrial maintenance projects.

After setting the eligibility criteria and extracting keywords and syntaxes from research questions,
the following step defines strings for searching projects related to the proposed RQs while
respecting eligibility (I/E) criteria.

2.2.3  SEARCH STRINGS AND SEARCH PROTOCOL [58]

Given the proposed RQs, search strings are modelled and depicted in Table 3. The search strings
should encompass the most common maintenance strategies and programs applied in the
industrial maintenance research domain. After searching the most common strings in industrial
maintenance research, an additional snowballing search is used for keywords with asterisks (*) to
find related projects that the standard search may omit eventually. The project research and analysis
follow two phases (Figure 7). Through screening of projects’ factsheets collection of relevant data
considering inclusion (PEC, RoP, TF, FPP) and exclusion (NR1, NR2) criteria is performed. Rest
of the projects are subjected to an exhaustive review. Exclusion LR1 and LR2 criteria exclude
projects not related to maintenance practice. According to CORDIS search guidelines, a
snowballing search is conducted using vatrious search strings. After selecting closely related
projects, an in-detail description of projects’ meta-data, outcomes, dissemination activities, and
resources are presented and elaborated.
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Table 3. Search results of the projects using defined search strings [58]

Search action

Description of search strings

No. projects

Keywords “predictive maintenance” 101
“structural health monitoring” 109
“broactive maintenance” 11
“condition-based maintenance” 34
“brognostics and health management” 4
Sub-total 259
Inclusion criteria 68
Exclusion NR -26
Exclusion LR -21
Duplicates -14
Snowballing contenttype="project’ AND (WITHIN" AND "TITLE" AND
(‘mainteny’ OR  'failur§' OR ‘condition" AND "monitoring’ OR +45
"diagnosis' OR 'prognosis’))
Total Projects 175

Besides CORDIS, OpenAIRE, Google Scholar, and websites are additionally covered for extracting
essential deliverables (e.g., publications, patents). Two types of information are collected: meta-
data and project report data. Projects’ meta-data consists of (1) title and acronym, (2) coordinator
and country, (3) link to meta-data, (4) project FP program, (5) year (start to finish), (6) institutions
(coordinator and partners), and (7) industrial sector. Project report data consists of (1) types of
publications, and research outcomes, (2) overall project budget and EU funds, and (3) type of

maintenance policy or program addressed.
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Figure 7. The protocol for extracting projects in the corpus of evidence [58]
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2.3 RESEARCH PROTOCOL FOR STATE-OF-THE-PRACTICE

23.1 SETTING THE RESEARCH QUESTIONS

The first building block for achieving the third objective is to extract all the relevant evidence
concerning industrial maintenance typologies and meta-data applied to hydraulic control
companies. The survey investigating state-of-the-practice hydraulic system properties and
maintenance is shaped akin to EBA, and therefore, the data collected is done through a survey.
The third research question establishes the characteristics of interest for selecting an appropriate
system.

RQ3: What are the most common characteristics of the hydraulic systems applied in an industrial
environment, including machine, fluid and working characteristics?

The question should extract all the relevant meta-data regarding the operational and environmental
working conditions interested in conducting failure analysis. The question’s goal is to reflect the
current state of the practice of companies applying maintenance on hydraulic control systems. The
following question encompasses the maintenance characteristics that include policies, programs
and activities applied in a specific company and on specific machines. Therefore, the fourth
research question is defined as:

RQ4: Within existing maintenance policies and programs of hydraulic machinery applied by
industrial companies, what are the most common activities and tools applied for improving
maintenance performance, i.e. failures of hydraulic machines?

The question implicitly should answer several issues: (1) What are mostly applied maintenance
practices?; (2) What the most common oil analysis program applied is?; (3) what are the most
common sensors and instruments used for MDM? The questions should detect variables that
affect the machinery deterioration process, i.e., indicators (e.g. oil waste, failure types, root causes).

RQ5: What are the overall results of various maintenance policies and programs applied in general
maintenance performance indicators, including environmental consequences?

The final question’s goal is to reflect the consequences of applying different maintenance policies
regarding maintenance technical and sustainability indicators and draw conclusions on the
importance of each variable and maintenance activities for improving those indicators.

232 SETTING THE SURVEY TARGET

A questionnaire-based survey is used as one of the data-driven research instruments to validate the
evidence collected and highlight the importance of the need for such a survey. The survey is
conducted in three phases (Figure 8): (1) design and development; (2) simulation and sensitivity
analysis; (3) survey realisation — data collection and processing. The questionnaire is designed to
encompass bottom-, mid- and upper-level maintenance hierarchy while targeting:

A. Operational aspect: company size; asset management resources; type of technical systems
— industrial, mobile, marine, aerospace; the system’s pressure; technical parameters —
working conditions, forces, pressures, and flow.

B. Maintenance aspect: strategy and action plan; monitoring programs; instruments and
sensors applied; activities employed; mathematical and statistical tools for processing and
maintenance decision-making.

C. Performance aspect: type of failures; root causes of failure; failures of particular
components; the mean time between failures (MTBF); filter replacement period; oil
consumption; and oil refilling.
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The pilot version of the survey contained 80 questions with the same targets and audience to
investigate. However, after only a 3% response rate in the first couple of months, the survey was
shortened to 20 most important questions (including subquestions) regarding the maintenance
practice of hydraulic systems while maintaining the proposed research objective. The design phase
is realised through discussions with the research scientists and industrialists. The survey is designed
to be transparent, broad (including various regions), and understandable (reworked with other
experts in the field and tested to mitigate bias). Hence, the survey was disseminated to several
other researchers after design and in various geographical regions without prior cooperation with
the researcher.

2.3.3 IMPROVEMENT OF THE SURVEY

The survey design’s start date was March 2019 and lasted until June 2019. During that period
survey was redesigned and improved according to suggestions from other researchers in the field.
The survey was sent to the industry and redesigned according to environmental requirements for
tulfilling such a document.

The survey is shaped to provide mostly numerical quantitative data for descriptive statistics and
better insight into the real problems and facets of hydraulic machines’ maintenance practice in
various sectors. In other words, the primary aim of the survey is to reflect the current state of the
practice regarding operation & maintenance (O&M) activities of hydraulic systems.

The second aim is to extract essential information regarding the real-working conditions from
which the experimental machine, i.e., the “in vivo” system, will be used for experimental validation
using machine learning models and proposed functional-productiveness markers.

The third aim is to use meta-data from practical conditions, maintenance activities and associated
actions to optimise maintenance activities via reliability modelling and analysis and discuss the
contribution to the EBM practice.

1. Survey Design
Problem formulation
Determine variables |-

Relevant variables?

Y % E
v ; ‘ P
N N N i Sent survey draft to small N . e
Questionnaire first draft | samples size of companies? | ‘ Data sortmg‘ and filtering }

) . v .

| Bxpert opinions on the factors | Respondents fail Inclusion Exclusion Respondents fail

ademic experts i __influencing MTBF of HS? | to meet inclusion [« Eligibility criteria? > to meet exclusion
criteria. criteria.

Final draft

Figure 8. Survey framework draft of hydraulic system maintenance
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2.3.4 SURVEY REALISATION

The first draft of the survey was sent to the two industrial maintenance scientists on hydraulic
system maintenance research for review. The survey is also sent to three companies to review the
survey structure for clearness and transparency. The aim is to acquire knowledge regarding the
survey structure and suggest whether it was explained in detail for surveying within an industrial
environment. The survey was reduced from 80 to 30 questions after experts’ suggestions. After
the first test period, the response rate was less than 5%, after which the survey was again shortened
and redesigned such that the final version of the survey contained 21 essential questions split to
target the aspects proposed (Appendix 1).
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Table 4. Inclusion and exclusion criteria for survey validity

Criteria Explanation # Accepted
A company must have hydraulic control systems 2
within the proposed machine’s working mechanism.

A company must have a maintenance department and

Inclusion criteria personnel or outsource a company with a maintenance -6
contract.

A company must have information regarding the 5
machines and associated data.

The company is unwilling to share all the data under P
its policy agreement for research purposes.

The company did not complete the whole survey even 5
after contacting again.

Exclusion criteria The data shows a discrepancy in the survey results
while conducting the survey data's reliability and -4
validity.

A company does not have a precisely defined 7
maintenance policy.
SUM 72

The test runs sending of the survey contained 297 companies, including firms that use hydraulic
power static machines (e.g. presses, extrusion lines), mobile machines (e.g. mining companies),
maritime (e.g. ship hydraulics) and aero (e.g. acroplanes and helicopters). The region selected for
the survey was the Balkan Peninsula. However, after the survey test, no response was received
other than countries: Serbia, Montenegro, Bosnia & Herzegovina and Croatia. After eliminating
the countries with no response, even after contacting, the research area was shorted and left with
235 companies. The survey was accomplished with a 42.55% response rate. The author provided
an inclusion and exclusion table to eliminate all those surveys that did not pass the analysis’s basic
requirements to reduce the partiality and bias of results.

2.4 RESEARCH PROTOCOL FOR STATE-OF-THE-LITERATURE [58]

2.4.1 SETTING THE RESEARCH QUESTIONS

Aligning with the Horizon Europe “Green Deal” target [51], the energy feature is now
encompassed with maintenance since research evidence suggests positive effect on decision-
making process [52]—[55] and indicator for sustainability issues [23], [25], [56]. The general notion
is that literature on energy saving issues considers production-operational progress [57], which
provoked some maintenance scholars to include energy in maintenance decisions and policy-
making. Therefore, the question for surveying the existing literature is set as follows:

RQ6. What existing concepts and propositions in energy-dedicated maintenance research will
contribute to industrial maintenance’s technological progress in Horizon Europe?

The interest here is to overview maintenance concepts and programs, investigate the benefits of a
new research agenda, discuss potential gaps, and investigate sustainability factors as a primary
construct of maintenance advancement. As discussed earlier, the main setback of maintenance
time series analysis and prognostics is related to static and rule-based failure-functionality
thresholds, resembling static and planned maintenance activities, instead of real-time activities
aimed at hazard analysis of potential stoppages. Therefore, the final research question includes
reviewing and critically evaluating existing models within the energy-oriented maintenance
research dedicated to transforming from rule-based to dynamic-based functionality and failure
thresholds. The final research question is defined in the following.
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RQ?7. What are statistical and mathematical models within the energy-based maintenance paradigm
used for different levels of maintenance decision-making, and what are a pre-defined failure or
functionality thresholds for diagnostic purposes?

The primary aim of the question is to review existing models and discuss their inability to be used
as dynamic boundaries and investigate the thresholds (fault) boundaries used at different layers of
MDM, including process (control) data.

Table 5. Search strings for retrieval of publications [58]

Feature Description of strings SD Scopus WoS Sum
Keywords ”enefggy efficiency A,{\ID condition-based maintenance’ AND 121 124 9 254
energy consunprion
”enefggy fficiency’ :‘IND "predictive  maintenance’” AND 298 102 7 337
energy consunprion
“Energy-based maintenance” OR “maintenance based on energy”
P . . ” 14 18 4 36
OR “energy-oriented maintenance
Sub-total 627
Duplicates -185
Inclusion crit. -398
Exclusion NR -13
Exclusion LR -8
Exclusion PR -3
N/A papers -1
Snowballing (SB) +8
CR papers 27

2.4.2  DEFINING ELIGIBILITY CRITERIA [58]

Setting eligibility (I/E) criteria for extracting relevant information is done in two phases (Table 0).
Firstly, basic technical criteria for establishing the focus of extracting studies are defined. Secondly,
to narrow the search, three subcriteria are set to find only the studies that correspond to the RQ
providing an explicit relationship between energy and maintenance, either used as a parameter for
diagnostic, prognostic or optimisation purposes.

Table 6. Eligibility (I/E) criteria for evidence extraction from the publications [58]

I/E criteria

Sub-criteria

Description of criteria

Inclusion Papers must be full text Publications such as posters, abstracts, and editorials, will not be
criteria FT) included.

Papers must be in A research paper must be written in the English language to be

English (ENG) included.

Original peer-review  Studies are not included if they are not peer-review and original

study (OPS) (primary) literature sources.

Time Frame (TF) The time frame is set from 01.01.2011to 31.12.2020.

Exclusion Non-Related (NR) NR: Articles that appear but are not original research studies (e.g.,
criteria materials, procedures, forewords).

Loosely-Related (LR) LR: Research does not explicitly describe the relationship between
maintenance influence on energy or using energy as an indicator for
MDM.

Partially-Related (PR) PR: Research is focused on monitoring the energy aspect; however,
it only provides statistical energy values with a poor relationship
between maintenance and energy.

Eligible Closely-Related (CR) CR: Studies corresponding to the RQ provide an explicit

relationship between maintenance activities/actions and enetgy
consumption.

Following the search strategy, the PRISMA protocol (Figure 9) illustrates systematic reporting and
extraction of evidence. For each included paper in the analysis, three types of information are
collected and entered: article meta-data, study application and policy, and content-based evidence.

24| Page



Information regarding the meta-data of collected articles consists of (1) title of the article, (2) first
author, (3) year of publication, (4) institution, (5) category of publication (conference or journal
article) and (6) database. Application and policy within a research article consist of evidence
regarding (1) industrial sector or application, (2) efforts within a particular maintenance policy, and
(3) maintenance concepts within those policies. Finally, content-based evidence includes (1)
research methods or concepts used, (2) sustainability constraints, (3) failure limits or thresholds,
and (4) maintenance aspects addressed (diagnosis or prognosis), if applicable.

2.4.3  PRISMA PROTOCOL FOR SURVEYING THE LITERATURE [58]

After finishing the state-of-the-projects review in the EU, a literature survey is conducted following
the PRISMA framework [59] guidelines. Based on the research questions (RQ6-7), keywords and
Boolean operators were modelled to form search strings (Table 5). Encompassing search strings
concerning eligibility criteria (Table 6) showed that 19 articles were eligible for review. Besides,
after screening references within these papers, seven more papers were found to answer the
proposed RQ. In total, 27 papers were suitable for critical appraisal of evidence.
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Figure 9. PRISMA framework for retrieving research articles [58]
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Chapter 11

“Rather than love, than money, than fame. . .give me truth.”
Henry David Thoreau

3 STATE-OF-THE-PROJECTS RESEARCH RESULTS

Like many research projects and scientists associated, which presumably are justifiably warranted
with funds for the research that, again, presumably resonates with the zeitgeist, the scientific topics
under those projects provide a perfect illustration of a maintenance manifesto with their impact
on resolving global (or at least EU) issues. Research frontiers of different maintenance facets seem
to be reaching their steep slope towards horizontal-type studies — suggesting saturation in the
industrial maintenance field. From a scientific perspective, current maintenance scientists provide
un-sound reasoning, both in primary and secondary source studies, claiming that maintenance as
science has experienced transformation along with Industry 4.0. These arguments, however, only
show slight advancements and re-invention of existing concepts while latching onto catchphrases
of the 14.0 lingo. To avoid synthetic buzzwords of “maintenance 4.0” and distorted arguments of
maintenance advancements led the author of the thesis to use CORDIS project’s data as an
apparatus to rationalise and provide a clearer understanding of the obsolete maintenance
indoctrination.

3.1 MAINTENANCE PRACTICES INVESTIGATED WITHIN EU PROJECTS [58]

The findings are enveloped by synthesising projects’ research maintenance concepts and relevant
industrial applications to answer the RQs according to the available meta-data. Because projects
are dedicated to the research of different maintenance philosophies and different layers of
abstraction (operational, tactical and strategical), the thesis’ author argues that CBM and PdM are
not the same, especially in the pre and post-Internet-of-Things (IoT) era [60], [61]. Besides
traditional corrective (CrM) and preventive (PM) maintenance, where PM consists of Time-Based
and Condition-Based Maintenance (CBM) that uses maintenance (failure) data, PdM, on the other
hand, implies CBM (diagnosis and prognosis) aspects but relies on control (process) data for
MDM. Hence, if the research within the project emphasises PdAM or CBM approach but relies on
failure data, the strategy is noted as PM-CBM. However, if the project deals with the research on
prognosis/diagnosis but relies on control (process) data, then the strategy is abstracted as PAM-
CBM research. The development of sensor technology, remote monitoring (e-maintenance[62]),
and typologies suggested by Veldman et al. [63], inspired the author of the thesis to propose this
maintenance juxtaposition. Likewise, the “semantics” of maintenance approaches are important
since various concepts are utilised and researched within the projects. For instance, Structural
Health Monitoring (SHM), Prognostics and Health Management (PHM), e-Maintenance, and
other approaches, depending on the decision-making level under which they are researched, are
included in the study. After evaluating and categorising maintenance concepts across industrial
domains, the analysis shows the following.

Figure 10 shows that projects are dedicated most commonly to SHM and PdM-CBM research
philosophy, especially in the aerospace, infrastructure, railways, petroleum and manufacturing
sector. Although SHM has been mostly utilised in the infrastructure and aerospace domain for
structural damage detection in recent years, PAM-CBM concepts are mostly applied in energy-
transfer utilities, railways, and most notably in the manufacturing sector, relying on vibration
acoustic data, mainly for prognostic purposes. Prognostics and Health Management (PHM)
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research is mostly applied in energy transfer utilities such as wind turbines, supporting the rise of
literature papers on this topic. The rise of projects regarding PAM-CBM in energy transfer dealing
with signal processing in real-time overlaps with the PHM concept, however, depending on the
level of decision-making — strategic, tactical or operational level. Even though the evidence
provides various maintenance approaches across different industrial sectors, none of the projects
was explicitly dedicated to energy-oriented maintenance practice after evaluation.
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Figure 10. Maintenance approaches across industries by year [58]

Regarding the project report data, we depict the following statistics via charts. Figure 11a shows
peaks of projects funds realised and 548 million Euros spent on the R&I industrial maintenance
projects (347 million Euros co-funded by the European Commission). Besides, projects realised
by 2010 had significantly higher investments; however, projects realised after 2010 had lower initial
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investments and lower co-funds but had a higher research impact. Moreover, another worrying
statistic is that in comparison with the total budget of 161,5 billion Euros from FP5 to FP8
(H2020) [64], [65], industrial maintenance received no more than 0,2118% of the total R&I budget.
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Figure 11. Analysis of projects’ research fundings by year (a) and funds by industry (b) [58]

The most significant funds for the research were spent on research within the aerospace, energy
transfer (mostly wind turbines’ research), railways and manufacturing industry, as shown in Figure
11b. Regarding the total budget spent on the research, the three most funded projects (more than
30M €) were in aerospace (2 projects) and energy transfer (1 project) applications.

3.2 SCIENTIFIC CONTRIBUTION AND IMPACT OF EU PROJECTS [58]

Project report data concerning the elements of scientific deliverables and funds invested in the
research were collected and filtered. The elements are quantitatively expressed to investigate the
actual impact of the research projects’ outcomes and funds invested in the research to make a
more straightforward approach in delineating the projects with actual scientific deliverables and
projects that are more biased towards the educational aspect and structural repair, thus lacking
original scientific contributions.

3.2.1 PROJECTS RESEARCH RESULTS AND DISSEMINATION ACTIVITIES [58]

As proposed by the question, the collected data considering scientific deliverables and
dissemination activities are filtered and processed. The included deliverables and dissemination
activities were extracted using CORDIS, OpenAIRE, and Google scholar, illustrated in Figure 12a.
Data show that projects’ results consist of conferences (458), journal peer-review articles (438),
technical reports (304), patents (79), doctoral thesis (66), book chapters (17), books (12), and other
deliverables (185). Additionally, no research outcomes were found for 21 projects after searching
all the repositories. Figure 12a also shows that most research results are in conference proceedings
and peer-review articles, lacking original contributions such as doctoral thesis and patents. Figure
12b shows that most research projects are mainly conducted in aerospace and manufacturing
sectors, whereby aerospace doubles the research funds (Figure 11b). Reflecting on the evidence
collected, most of the projects dedicated to producing patents as a research deliverable (40/175)
do not have scientific dissemination such as doctoral thesis and peer-review articles, thus,
suggesting that the research is industry-oriented. On the other hand, projects with a doctoral thesis
(22/175) as a research deliverable show almost three times the number of peer-reviewed articles
compared to the hypothesised industry-oriented projects.
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Figure 13 shows the rise of workshops and conference publications, while on the other side, there
is a drop in peer-review articles and doctoral dissertations (from 2011to 2017). There is also a slight
rise in projects’ technical reports and non-peer review articles questioning the projects’ outcomes.
Results between 2014 and 2016 show more workshops than published peer-review papers.
Interestingly, the rise of patents has been noticed in the last decade, suggesting higher quality in
industry-oriented solutions. This propensity for academic patent inventions is arguably related to
the crucial role of industry-university partnerships [65], although questioning the quality of
inventions compared to financial returns [66].
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3.2.2 QUANTIFICATION OF PROJECTS’ RESEARCH OUTCOMES [58]

The Cronbach’s a is used for reliability analysis for internal consistency for the analysis’s
components. A higher value (above 0.7) shows strong reliability, while in our case, ranges between
0.5 — 0.7 show moderate reliability for the internal consistency of items [67]. Furthermore, the
Pearsons’ correlation test is used to comprehend the relationship between variables investigated.
Values above 0.7 indicate a strong relationship (correlation) between variables, while values within
0.3-0.7 indicate a moderate relationship. Before conducting a correlation analysis, the first task is
to divide projects into groups due to their research motivation. The projects are divided into three
groups based on the scientific deliverables: (1) projects with patents; (2) projects with doctoral
theses; and (3) projects that do have patents nor theses as deliverables. The primary dependent
variable is the general funds (OF) invested in the research project. The independent variables
include peer-review journal articles (PRJ), conference proceeding papers (CP), doctoral thesis
(DT), book and book chapters (BC), patents (PAT) and workshops/seminars (WS). Considering
all meta-data collected besides research deliverables, the project's length (LE) and the number of
institutions (INST) are also included.

In Table 7, the first Pearson’s correlation matrix shows that the number of institutions involved in
the project has the highest correlation (» = 0.912) with the amount of funding, followed by
conference proceedings (0.717) and doctoral thesis (r = 0.580), besides lower p-value book
chapters (r = 0.461) also show significant correlation with the amount of funding invested. The
results also show a relatively high positive correlation between independent variables. For instance,
the project duration tends to include more workshops within the project outcome, assuming to
increase the project impact. The number of partners (institutions) involved in the project shows a
tendency to produce more conference papers (r = 0.599), doctoral thesis (» = 0.610) and book
chapters (r = 0.520, p <0.05). The production of the doctoral thesis within this particular project
shows a tendency with workshops hosted (» = 0.551) and books (r = 0.600), while the output of
books/chapters output shows a high cotrelation with doctoral dissertations (r = 0.798).

Table 7. Correlation matrix for projects having a doctoral thesis as a research deliverable [58]

OF PLE INST PR]J CP WS DT BC
PLE 0.408*
INST 0.91 24 0.399%*
PR] 0.140 0.217 0.053
CP 0.717#* 0.193 0.599*x* 0.475%*
WS 0.159 0.417* 0.331 0.089 0.175
DT 0.580%** 0.176 0.610%** 0.099 0.530%** 0.551%**
BC 0.461** 0.244 0.520%* -0.010 0.297 0.600%** 0.798***
PAT -0.100 -0.124 -0.111 0.023 -0.180 -0.123 0.000 -0.125

Note: Chronbach’s a = 0.54 value, showing moderate relationship. For two-tailed test and degrees of freedom
»=20, correlations are significant at ¥p<0.7; **»<0.05,; ***»<0.07 (two-tailed), respectively.

Considering projects dedicated to industrial-oriented solutions, i.e., patent deliverables (Table 8),
results show the following. The number of institutions (» = 0.930), patent deliverables (» = 0.745),
followed by project duration (r = 0.574), show the highest correlation to the funds invested, which
is reasonable considering the aims of the project. However, there is also a high correlation between
independent variables. For instance, dissemination activities such as conference papers (0.789),
workshops hosted (0.648), and most notably, book chapters (0.954) show a tendency to produce
more peer review articles and vice versa. It is plausible to expect that patent results have been
communicated to increase the scientific impact through various dissemination activities.
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Table 8. Correlation matrix for projects having a patent as a research deliverable [58]

OF PLE INST PR] cr WS DT BC
PLE 0.574x%*
INST 0.930%** 0.450%%*
PRJ -0.015 0.366** -0.006
CP -0.003 0.327** -0.058 0.789xx
WS 0.251 0.427%** 0.289* 0.648%** 0.771%x*
DT 0.091 0.178 0.089 0.261* -0.042 -0.077
BC -0.076 0.293* -0.048 0.954xx 0.817%x* 0.694x* -0.026
PAT 0.745%** 0.578%** 0.633%** 0.227 0.254** 0.343** -0.082 0.210

Note: Chronbach’s a = 0.57 value, showing moderate relationship. For two-tailed test and degrees of freedom
»=38, correlations are significant at ¥p<0.7; **»<0.05,; ***»<0.07 (two-tailed), respectively.

In Table 9, the results show that the most significant factors within the correlation of overall funds
invested in the research with p < 0.01 are the number of institutions involved (r = 0.720), project
length (r = 0.546), workshops (r = 0.382), and conference publications (r = 0.288), respectively.
The correlation between independent variables shows a high correlation between project duration
and the number of institutions (r = 0.494), conference publications (» = 0.320) and published peer-
review articles (» = 0.302), and workshops (r = 0.197; p-value < 0.1). The tendency to publish more
papers in peer-review articles and conferences is linked to the number of institutions involved in
the project. As a consequence of projects that do not include a thesis or patent as a research
deliverable, the theoretical probability of hosting workshops is relatively high compared to other
deliverables. Although the causality is difficult to prove and is beyond the scope of this article,
however, the presence of a statistically significant (p < 0.01) correlation between funds and the
number of workshops held suggests a lack of original scientific advancement in industrial
maintenance technology in terms of primary (original) source articles.

Table 9. Correlation matrix for projects without a thesis or patent [58]

OF PLE INST PR] cr BC TR
PLE 0.546%**
INST 0.726%** 0.494xx*
PR]J 0.168 0.302#%* 0.229**
CP 0.288*** 0.320%** 0.279%x* 0.467***
BC -0.033 0.122 0.045 0.040 0.092
TR 0.053 0.106 -0.010 0.021 0.266** 0.158
WS 0.382%%* 0.197* (0.352%** 0.047 0.578*** -0.035 0.028

Note: Chronbach’s a = 0.61 value, showing moderate relationship. For two-tailed test and degrees of freedom
»=90, correlations are significant at ¥p<0.7; **»<0.05,; ***»<0.07 (two-tailed), respectively.
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3.2.3 PUBLICATION WEIGHT FACTOR [58]

A quantitative scale of disseminated activities is proposed after evaluating the project research
outcomes compared to the funds invested in the research. The undetlying reason for proposing
such a quantitative estimation measurement abstracted as Publication Weight Factor (PWTF) is to
highlight industrial maintenance research projects' scientific and technological contributions
considering all research activities for which the project(s) have been funded. Therefore, by
referring to the Rulebook that evaluates the quality of scientific contribution by quantitative
expression of research results proposed by the Ministry of Serbia as a part of the Law on Scientific
Research Activity [68], the PWF is elaborated. The proposed R values (Table 10) within the
Rulebook are expressed as integer values according to the rank of the scientific publications

proposed.

Table 10. Respected R values for quantitative estimation of research deliverables [58]

R values MRij ORjj
Category Ry Ry Rs Ry
PAT 16 12 9 7 11 3.916
PRJ 10 8 5 3 6.5 3.109
BC 7 4 2 1.5 3.6 2.496
CP 3.5 1.5 1 0.5 1.6 1.315
DT 6 6 6 6 6 0

The K (Xg;) values are determined by the ranking (R) of the deliverables category respecting their
quality and contribution. The values can be referenced in the proposed Rulebook [69]. The
following equation for transforming R values into O values is proposed to validate the ranking
according to their respected position compared to other research deliverables by relying on
projects’ factsheets and meta-data.

Xr,;

Y Zj:lXRj

(3.1)

Where Xr; represents values according to the type of publication 7 and ranking j. Hence, the PWF
is determined by the average of ranking category values (); for the type of publication ; as:

n
1
PWF ,r = HZ QR . (3.2)
i=1

Finally, the given values are represented in the following Table 11, and the same is used for
quantitatively representing the actual scientific and technological impact of maintenance-related
research projects concerning their overall investment.

Table 11. Determined Publication Weight Factor for research deliverables [58]

QR QR Qst QR Sumg; PWF o
PAT 0.376 0.381 0.391 0.389 1.538 0.384
PR] 0.235 0.254 0.217 0.167 0.873 0.218
BC 0.165 0.127 0.087 0.083 0.462 0.115
CP 0.082 0.048 0.043 0.028 0.201 0.050
DT 0.141 0.190 0.261 0.333 0.926 0.231

Based on the proposed PWF values for / type of publications, the expected score of all industrial
maintenance EU funded projects shows an average upwr = 1.024 and opwr =2.021. Average PWF
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shows that only 43/175 projects are higher than the average value. Hence, the correlation between
Publication Weight Factor — PWF (Figure 14) and overall funds of R&I projects for assessment is
additionally screened and charted. However, a stochastic correlation can be seen; most successful
projects’ PWF is up to €5M R&I funds, though projects above €5M show a drop in PWF.
Concerning the type of projects proposed individually, the average values are the following: for
projects with patents is zpwrpar = 1.063; for projects with a doctoral thesis, wrpr = 2.756; and
for projects only with publications, zewrrus = 0.578. Finally, to make a more straightforward
approach to presenting actual scientific achievements than the total funds invested, the correlation
between overall funds and PWF of the proposed project groups is plotted in Figure 14. The
evidence suggests that the most successful projects in terms of PWF and funds invested are within
2M-5M € of overall funds. It can be noticed that PWF does not increase after the investments of
5M €. On the contrary, projects without a thesis or patent seem to drop, while workshops and
seminars within project activities tend to rise. It should be noticed that the use of PWF of research
deliverables is only used as a point of reference by comparing the amount of research contribution,
and later on, to objectively compare the PWF with currently active research, for instance,
sustainable manufacturing projects.
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Figure 14. Correlation between PWF (y-axis) and overall funds (x-axis): (a) projects with doctoral
thesis; (b) projects with patents; (c) projects without thesis and patents; (d) all industrial
maintenance-related projects [58]

Finally, we turn towards the geographical project assessment to illustrate the uneven scientific
contribution of maintenance-related EU projects. Using available meta-data, we present the
following evidence. Institutions that have participated in EU maintenance projects (Figure 15) [as
coordinator’o; as partner’o] are from United Kingdom [18,29%; 14%], Germany [13,71%; 13%],
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France [9,71%; 13%], and Spain [16%; 9%]. The rest of the countries showed the following: Italy
[8,57%0; 8%], Greece & Belgium [4,57%; 6%], Sweden [2,29%; 4%], Netherlands [5,71%;3%], while
below 3%, are institutions from other countries, as coordinator and partner, respectively.
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Figure 15. Institutions from countries that participated as partners and as coordinators (x-axis)
and number of projects (y-axis) [58]

Investigating the research interest of EU countries by associating the projects’ particular industrial
domain and countries involved (Figure 16), it can be seen that western EU countries mostly
dedicate their industrial maintenance research to aerospace, manufacturing, energy utilities and
railway sector. Interestingly, all countries' research involves research within the manufacturing
sector, whereas Germany and Spain have the most projects associated with the sector.
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Figure 16. Representation of countries that participated in the project (x-axis) within the
industrial domain of research (y-axis) [58]

Figure 17 illustrates that industrial maintenance research in the last 20 years has been mostly
conducted in Western European countries, highlighting the correlation between research
technological achievements and the “Iron Curtain” dichotomy. Taking into account that the
quality of industrial maintenance (e.g. analytical tools, knowledge, instruments) is highly dependent
on the industrial technology whose activities are conducted by knowledge of machine failure
mechanisms, however, evidence shows a lack of proper scientific and engineering research support
and capacity on the other side of the Iron Curtain.
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Figure 17. Maintenance-related research projects and institutions coordinators [58]

3.3 REMARKS AND IMPLICATIONS

Evidence from R&I projects provides an exciting insight into the state of practical and academic
scientific research of industrial maintenance in the EU. Still, it implicitly shows a lack of
achievement and inconsistency with ongoing maintenance research propositions due to vatrious

reasons.

©)

2

(3

)

Technological progress is mostly present in western countries, while scientists in eastern
countries are more involved in research as tresearch critics. Hence, to flatten the
technological landscape by reducing the apparent differences between socio-technological
entropies, future R&I funds for maintenance projects must, on one side, focus on
gentrification and technology transfer activities in non-associated countries and on the
other on improving PWF dedicated to energy-oriented maintenance research.

With the emergence of Green Deal targets and the probability of getting outside the
continental level, maintenance academicians and industrialists must undetrstand the
sustainability aspect's importance as a vital MPI. Although it may sound like a simple task
for maintenance, the literature shows that it will become a complicated ordeal due to the
lack of maintenance scientists in the data science domain.

Present maintenance indicators such as cost and availability are that the scientific research
direction is still relying on reducing costs; therefore, no projects were found to deal with
the sustainability issues in the maintenance research domain, thus emphasising that this
kind of research proposal is yet to be expected.

The overall conclusion of the research data shows the drop in scientific deliverables, such
as primary research studies (e.g., doctoral thesis and original studies), which is the reason
why imposing a new paradigm shift could help improve and provide a rationale for
improving original scientific production of papers in industrial maintenance domain.
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4 STATE-OF-THE-LITERATURE RESEARCH RESULTS

Until World War II, the industry was highly mechanised, machines were mostly robust, and the
consequences of failure, at the time, were not considered a severe threat to gaining profit [4].
Operational management usually underestimates maintenance, stating that the costs are accidental
rather than controllable [70]. However, when academics began to impose maintenance strategies
for improving operational performance, maintenance technology gained significant interest in
reducing production losses. The Peter Jost report (1966 [71]) stresses that the UK loses between
1,1 — 1,4 GDP due to friction and wear. Likewise, in a postdictional paper [72], Holmberg &
Erdemir state that 23% of the world's global energy consumption is needed to overcome friction
and wear, thus highlighting the much-needed involvement of maintenance technology. Gaining
attention from the general public, maintenance managers and engineers firmly focused on reducing
these losses in time and money, overlooking the energy factor. The absence of sensors and
sophisticated data-acquisition techniques was the hindsight of neglecting energy as an indicator.
Hence, giving a brief overview of the maintenance of the pre- and post-Internet-of-Things (IoT)
era [60], [73] will contribute to the originality of the proposed solution. The development of
sensors (e.g., RFIDs and MEMS), and analytical tools to process data, often remotely, served as
an apparatus to illustrate and validate why such maintenance cohorts are proposed.

4.1 TRADITIONAL MAINTENANCE STRATEGIES — PRE IOT ERA

Academicians occupied with industrial maintenance have long sought to explain how maintenance
should be perceived and employed practically in an industrial environment. To frame it, the BSI
(British Standards Institution) published a standard that defines maintenance as: "...zhe combination
of all technical and administrative actions, intended to retain an item in or restore it to, a state in which it can
perform its desired function"[27]. The BSI definition of maintenance implicates two basic maintenance
strategies by whom most researchers oblige: Corrective Maintenance (CrM) and Preventive
Maintenance (PM) [63], [74]-[76]. The CtM is also known as run-to-failure (RTF) or reactive
maintenance, while PM consists of Time-Based Maintenance (TBM) and Condition-Based
Maintenance (CBM). Although academics usually attach RTF with CtM to the authot's knowledge,
it can be highly debatable depending on the complexity of a system or organization. Although it is
beyond the scope of the thesis, the author would like to draw attention, for the sake of clearness,
that RTF can indicate CtM but not the other way around. The RTF uses the proposition of
replacing the parts when they reach a total failure state, and there is no methodology or spare parts,
logistics, or any other layer of MDM. The CtM, on the other hand, is a form of a strategy that is
in use even today, which uses strategic planning, tactical decision-making and operational activities
of calculating appropriate replacement decisions, spare parts inventory, stocks estimation, and
cost-benefit analysis.

Unlike the CrM approach, where the goal was to coupe with the consequences of the failure, the
PM dedicates to finding and preventing, or in other instances, reducing the frequency of failures.
The CtM approach dealt with supplying standby machines, stocks of spare parts, and providing
labour training for repair, which, in turn, consumed a significant portion of time and money. At
the time, these alternatives soon fall short of the expectations, making PM (TBM and CBM) more
compelling. Regardless, TBM provided opportunities to improve operational efficiency and
eventually have a hard time fulfilling the needs of more complex and sophisticated systems.
Leveraging stoppage’ expenses while conducting maintenance activities and preventing failures,
maintenance optimisation became an extensively popular topic [6], [77].

The maintenance optimisation era forced peers to shift more attention to optimal strategies and
tactics, aiming to reduce unnecessary activities, thus, creating a solution space for the CBM
approach. Acceptance of the CBM paradigm experienced unprecedented interest in academia [7],
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[77] and mostly due to disruptive technologies. Some argue that CBM was introduced in 1975 [78],
while others state that it dates back to the late 1940s when Rio Grande Railway Steel Company
introduced the concept, later adopted by the US Army [79]. The exceptionality of CBM became
apparent in its unique way to reduce unnecessary activities by taking action only in the case of
abnormality. Although lacking proper characterisation, the CBM became extensively attractive in
practical and academic circles. Eventually, Jardine et al. [80] took the credit by stating that CBM:
"...is a maintenance program that recommends maintenance actions based on the information collected through
condition monitoring." Although elusive, one can conclude that, unlike TBM, actions are applied only
when acquired data shows abnormal behaviour. For CBM to be effective, Jardine argues that two
data types are required: event data (e.g., repair or preventive actions) and monitoring data (e.g.,
temperature and pressure). Interestingly, the CBM is considered the same as PdM by various
authors [4], [63], [78], [79]. The author of the thesis argues that this could be a misconception and
misinterpretation of the terms because different underlying concepts drive each of the
methodologies to different goal-oriented objectives.

4.2 MAINTENANCE STRATEGIES — POST IOT ERA

The author proposes that CBM is not identical to PAM to present the claims. Similarities exist to
some extent; however, although PdM somewhat implies CBM (diagnosis and prognosis), it does
not address the same processing data. Namely, the CBM program belongs to preventive and
predictive maintenance strategies, stated herein as PM-CBM and PAM-CBM, respectively. The first
aspect of CBM, the diagnostic aspect [81]—[83], or Fault Detection and Isolation (FDI) [84], [85]
ex. RCA (Root Cause Analysis) [86] deals with fault detection, isolation and identification when a
failure occurs. Conversely, prognostics deals with fault anticipation, i.e. providing decision support
before the failure occurs. These two aspects frame the CBM program [63], [74], [80], [87], in
addition to data acquisition, data processing, and decision-making, which are three essential steps
of CBM. Neo-Jardinians, who champion the CBM program over other maintenance concepts,
however, mostly focus on the prognostics aspect [88]—[93], especially the Remaining Useful Life
(RUL) prediction. Prognostics evaluate the historical diagnosis results and anticipate the RUL of
safe operation, relying mostly on statistical approaches [79].

With that in mind, the PM-CBM approach to conducting maintenance activities relies mostly on
failure data with statistical or analytical modelling to predict and perform needed actions. For
instance, using Cox's Proportional Hazard Modeling in PM-CBM emphasises high dependence on
failure data for diagnosis [74], [94]. Conversely, PAM-CBM relies more on process control data
(e.g., vibration, noise, temperature) to predict the impact on operational performances. In this
particular realm of maintenance (PdM-CBM), PCA (Principal Component Analysis) gained
prominence after the 2000s [95], [96] for determining the replacement control limits. More
recently, the method of PCA has been applied in manufacturing [97], aerospace industry [98], and
infrastructure [14], also extended with an unsupervised machine learning approach [11]. The
development of sensor technology, remote monitoring (e-maintenance[62]), and typologies
suggested by Veldman et al. [63], inspired the author to propose this maintenance juxtaposition.
Likewise, numerous programs exist within the literature; for instance, PHM (Prognostics and
Health Management) program extends the traditional CBM’s diagnostic and prognostic aspects
with LCM (Life Cycle Management) capabilities. Some authors consider PHM a synonym for CBM
[85], [99], although without proper terminological explanation to support such claims. Similarly,
the SHM (Structural Health Monitoring) program closely reflects CBM. Only the condition-
monitoring part of CBM emphasises structural damage detection. The SHM has been widely
applied in aerospace [100], civil [101]-[103], and mechanical engineering structures [104]. Unlike
many condition-monitoring techniques that CBM and PHM consist of, the SHM [105], however,
mostly relies only on vibration or noise data for pattern recognition [106], with more details in the
diagnostic aspect [107]. Putting all together, one can conclude that SHM and CBM closely relate
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to each other, with differences in analysis and layer of decision-making since SHM mostly
encompass the tactical layer, while CBM encompasses mostly the strategic layer. Although, unlike
SHM, recently, the PHM has extended the CBM program with LCM. This is a question of debate
and is observed by the rise of review papers focusing on the proper classification of various CBM
techniques resembling secondary source literature. However, these strategies resemble a practice
in which decision-making and maintenance activities are provided to avoid failures using non-
primary energy-induced indicators like vibration or sound. The prospect of EBM focuses more
attention on input-output energy usage and waste in which functionality is observed by monitoring
deviations within the same.

4.3 ENERGY- AND SUSTAINABLE-ORIENTED MAINTENANCE RESEARCH

4.3.1 META-DATA OF PUBLICATIONS [58]

Results show the following from the systematic EBA approach of synthesizing papers relevant to
the study. In sum, 27 articles are included for the analysis (Figure 18a). Firstly, it was discovered
that 16 out of 27 studies were carried out on institutions or universities from Europe, following
China, the US and others (Figure 18b), mostly at the University of Lorraine, by Hoang et al. [23]—
[25], [108].
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Figure 18. Meta-data of (a) publications and (b) studies conducted by institutions [58]

Secondly, concerning industrial applications and maintenance policies (Figure 19), the evidence
suggests that most studies were dedicated to the manufacturing applications (13 studies) and case
studies on the TELMA platform [24] (4 studies), while most of the other applications were relying
on specific case study (e.g., motor, pump) and numerical experiments (Figure 19a).

Regarding the research efforts and addressing specific points of studies, such as utilising energy
performance indicators as trigger points to conduct specific corrective or preventive actions,
mostly fall under the CBM. Figure 19b depicts that most of the studies encompass CBM and PM
policies since energy-oriented solutions within these research studies are modelled on a lower level
of decision-making such as tactical [109] and operational level [23], [110], emphasising the low
maturity level for the concept of policy.
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Figure 19. Analysis of application: (a) industrial sector and (b) maintenance policy [58]

Finally, content-based evidence suggests the following: (1) most of the studies utilise modelling
and optimisation methods and time-series analysis and Al techniques (Figure 20a). On the other
hand, Figure 20b depicts that two approaches were used for proposed models: economic and cost-
benefit analysis, which is applied to validate the proposed maintenance concepts or use simple
regression analysis to verify the outcome of the proposed solutions.
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Figure 20. Systematic analysis of research: (a) methodologies and (b) source of verification [58]

4.3.2  ENERGY-DEDICATED MAINTENANCE PROSPECTS AND CONCEPTS

There are a few examples where researchers started creating new models-policies, such as
Sustainable Condition-Based Maintenance (SCBM) [111] and Energy-Based Maintenance (EBM)
[112], encompassing a higher level of decision-making. Hence, the studies address the strategical
level by proposing novel maintenance policies, including energy indicators such as CBM-ESOW
(Energy Saving Opportunity Window) [113] and CBOM (Condition-Based Opportunity
Maintenance) [114]) are still in the infancy stage, thus lacking practical case studies. As shown in
Figure 19b, most of the EBM concepts provided rely on traditional maintenance actions (e.g., CM,
PM). However, even though the concepts proposed argue that it would be beneficial to include
environmental elements in such concepts, most still consider the economic/profit factor as a
primary optimisation function. Nevertheless, we provide an overview of existing models and
maintenance concepts, considering the effect of energy consumption, energy efficiency or related
indicators for different aspects and decision-making levels of maintenance (Table 12). An in-detail
discussion is given in the following sub-section.
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Table 12. EBM models and maintenance concepts proposed with thresholds prospects [58]

Concept Aspect Application Model/Method Indicator/Markers Threshold Data Level Policy
Optimisation and  Energy data .
MAM-ESW [115] Optimisation Manufacturing programming algorithm.  Production data Changeover/batch Failure data Operatloqal/ EOM
o . . cycles Tactical
Reliability modelling. Maintenance data
TP . Algorithm. Reliability ~ Effective Energy Gamma process . .
CBM-ESOW [113]  Optimisation Manufacturing modelling. Monte Catlo. Ffficiency (EEE) (Xp=ew'X) Failure data Strategical PM-CBM
E(D)-CBM [25] Prognosis/ Cost-Benefit model. Monte Energy/Maint. cost Fixed L threshold Operational/
’ N TELMA platform — ~ . . ' e . T Process data Tactical/ EE-CBM
[108] Optimisation Carlo simulation. System availability (EEInsgpua<EEI) .
Strategical
. . . Motor speed and . .
REEL [23], [24] Prognosis TELMA platform Mulple hnear- FEBTESSION: 4 terioration Fixed L threshold Process data Operanoqal/ PdM-CBM
Gamma stochastic process. R (EEItmsu<EEI) Tactical
(bearing) level.
- i 0 i
SCS [116] Diagnosis Chiller plant k-Nearest Neighbour v savings H/Ca/Cr (%) fouling s data Tactical D-CBM
classifier, k-Means cl. severity
. . . Hierarchical
EBM [112] Diagnosis Manufacturing SPRIN.G . algorlthrp with Electrlcal power Agglomerative Process data ~ Operational EBM-CBM
Dynamic Time Warping. intake fault-pattern .
clustering
Production costs
PPMP [109] Optimisation ~ Manufacturing ~ ~uxed Integer  Non-Linear  Maintenance costs Inerease in processing g e daga Tactical PM-CBM
Programming Inventory cost time
Energy costs
. . . x and o value of air .
EEM [110] Diagnosis Manufacturing Ma c.hme learning. . Data  Energy  consumption consumption Process data Operatloqal/ PdM-CBM
mining. k-Means clustering profiles Tactical
Xi-30S x;< x; + 30
. . Energy consumption .
CSC-CCE [117] Optimisation Process plant Bnergy efficiency ‘modellmg Maintenance activity - Process data Tactlcgl/ PdM-CBM
Cost Benefit Analysis. . Strategical
Failure occurrence.
SCBM [111 Prognosi TELMA platform  MDM framework Remaining Critical Sustainability o5 dat Strategical CBM
[111] 0gnosis platfo AMEWO Sustainable Life Level ocess data ategica
. . Inspection cost .
CBOM [114] Prognosis Manufacturing Monte — Carlo  simulation. Maintenance cost (LJEEIL (corrective) Process data Strategical CBM

Dynamic programming.

Energy cost

(M)EEIM (prevent.)
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5 STATE-OF-THE-PRACTICE SURVEY RESULTS

As the previous paragraph goes into slight detail about the motivation for conducting the research
by exploring scientific projects funded by the EU, the state-of-the-practice purpose, however, is
to back up the outcome of the thesis. Namely, the general outcome is to provide an easy-to-
understand sustainable maintenance paradigm for an energy-oriented society by collecting
evidence from the practical machine processes. In that way, the impact of the thesis will have a
larger research impact and contribution. By extracting information such as industrial machines'
working conditions, work-load, type of instruments utilised, and similar, the scientific community
can gain much more insight into real-working conditions and face the challenging issues extracted
from the practical environment.

5.1 INDUSTRIAL AND MOBILE MACHINES DATA RESULTS

Research that provides a new solution in the hydraulic system maintenance domain is not so
straightforward. The underlying reason is that results are hard to transfer to real-world operating
conditions from the laboratory. The survey is used to target specific characteristics of systems for
selecting the most common type for the analysis in the thesis. Besides, looking at the various
suggestions from textbooks (e.g., Bosch Rexroth [118]) regarding the type of hydraulic systems
utilised, it was hard to determine the appropriate experimental set-up (e.g., working conditions,
flow and pressure set-up). Therefore, the main point of extracting such data is to provide a meta-
evidence of real operating conditions. Results could be used in the experimental study or depicted
by a distribution of operational characteristics. The survey acquisition started in May 2019, while
reliability-validity testing concluded on the 31* of December 2020. The results show a 42.55%
response trate, while I/E criteria excluded additional 28 companies due to lack of information, bias,
validity and reliability testing. The analysis’s final size is 72, encompassing 3442 hydraulic control
machines (1110 industrial; 2332 mobile).

5.1.1 HYDRAULIC OPERATIONAL AND TECHNICAL DESCRIPTIVE SURVEY RESULTS

From the initial data overview, it can be seen that most of the mobile machines include excavators
(Figure 21a), while stationary hydraulic systems consist of presses and CNC machines (Figure 21b).
Because hydraulic control systems are high in energy consumption, most of the machines include
heavy-duty machines working at a high range of pressure and flow.
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Figure 21. Stationary (a) and mobile (b) machines employing hydraulic control systems
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Operational characteristics of heavy-duty machines are important for gaining insight into energy
consumption, workload, and intensity. Such data can be used to further justify, for instance,
experimental investigation of particular pumps, oils, cylinders, and equipment for gaining the
importance of such test-beds. Hence, the Nominal Working Pressures (NWP) and Nominal
Working Flow (NWT) are divided into different regimes (Figure 22) and show that most of the
machines are working at the range of NWP = 60-210 bars (mostly 140-210) bars, while NWF =
50-140 1/min.
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<65 bar 7:| 1-20 1/min 7:|
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Figure 22. Nominal working domains of pressures (a) and flow (b)

Literature regarding the maintenance of hydraulic systems and experimentation shows the lack of
data regarding the viscosity and type of fluid used. Since such data is lacking (e.g., the base oil used,
viscosity, additives, viscosity index, density) and is important for conducting a study, these
variables are included. It was noticed that HV, HM, HL and HFD (Figure 23a) oils are mostly
utilised, while most are on viscosity grade ISO VG 46 (Figure 23b). With such data, one can gain

more validation into research since it is more practically justified.
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Figure 23. Type of hydraulic fluid employed (a) and viscosity grade (b)

Furthermore, it is also interesting that within the sphere of experimentation, mostly on diagnostics
and prognostics, while in some cases also for optimisation purposes, the lack of data regarding the
size of the hydraulic system oil filling is noticeable. The lack of such evidence also forced the
author to include such variables, as depicted in Figure 24. Defining critical points or allowable
thresholds for determining wear of a hydraulic pump by spectrophotometric analysis given in ppm
(~mg/1) largely affects the amount of fluid within the system and the wear-lag indicator that can
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show below-defined limit (rule of thumb for ferrous particles between 5-15 ppm). Therefore, it is
also important to gain insight into this variable and search whether there is a correlation between
them.
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Figure 24. Hydraulic fluid fillings within the whole control system or a machine

Acquired data should serve as a descriptive notion of industrial state-of-the-practice for
establishing the median or mean operational characteristics for justifying the proposed
experimental design and later validation. Moreover, since operational characteristics are not large
enough to gain insight into the current state of the practice, maintenance performances, activities
and indicators are also used to evaluate the type of failures, programs, and associated activities and
are represented in the following. Such data is used to gain insight into market-maintenance
intelligence and technology for concluding whether the market is available for accepting radical
changes in sustainable practice.

5.1.2 MAINTENANCE PRACTICE DESCRIPTIVE SURVEY RESULTS OF WEST BALKAN

The author considers that top maintenance management often misunderstood and misinterpreted
most maintenance practices, leading to inadequate strategy, maintenance actions, and logistic
support. The author surveyed the top management of various companies employing a hydraulic
system to support such a claim. The results show that the maintenance policy is still poorly
developed (Figure 25a). Looking at the programs utilised within various maintenance policies, the
chart (Figure 25b) shows that most companies rely only on visual conditioning and inspections
(41%).
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Figure 25. Maintenance practice (a) and available sensors (b) of respondents

By far, the most important factor lacking in various studies (e.g. [119], [120]) is the machine age of
the system or machine being investigated. This is extremely important in evaluating the hydraulic
components and the state since the contaminant-induced wear, e.g. hydraulic pump, causes further
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contamination and degradation of different sensitive components. Suspecting that different
machines and their associated frequency of failures (of components) is exponential (or Weibull), it
is important to emphasise the machine state investigated in terms of the machine age. It can be
seen that most of the machines are at a somewhat mid exploitation age state, presumably (Figure
26a). Earlier mentioned that machine state is monitored mostly on visual (regular) inspection
intervals, the specified failure arrival is important to predict. Figure 26b shows that most
companies rely on a machine’s pressure, temperature, and flow state for optimising maintenance
decision-making activities, which could be a beneficial argument for emphasising EBM practice.
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Figure 26. Machine age distribution (a) and machine state analysis program (b)
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Going into the depth of the maintenance practice, it is important to see whether the department
size (Figure 27) or maintenance personnel (Figure 27) influences or correlates with the MTBF
indicator.
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Figure 27. Maintenance department size (a) and maintenance department team (b)

Data from an associated descriptive graph of maintenance department size suggests that up to
70% of the companies employ 0.15 to 0.25 maintenance personnel per machine (MPPM), i.e. one
person is responsible for maintaining four machines at least (Figure 28a). On the other hand,
Figure 28b shows that 30% of personnel are mostly technicians, while 25% are engineers. More
worrying is that almost 15% rely on outsourced maintenance personnel, while only up to 5% are
laboratorians and LLCM experts. However, the “contradicting” factor is that companies who
practice predictive analytics — trained personnel and sophisticated instruments — show excellent
MTBEF results, resulting in even fewer maintenance personnel per machine. These results impose
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questions: Does the maintenance quality in avoiding failures depend on the department team,
personnel or technology? The evidence shows conflicting reasoning.
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Figure 28. Maintenance personnel per machine (a) and failure analysis personnel (b)

Timely oil replacement is crucial for maintaining equipment reliability. Results show that most
companies replace the oil at a reasonable time (Figure 29), while some do not replace the hydraulic
oil even after 10k hours — questioning the oil quality and application workload. Most companies,
however, rely on OEM suggestions without inspecting the oil quality.
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Figure 29. Criteria for oil replacement (yi-axis) and time to complete oil change (y:-axis)

Another important indicator of the maintenance practice’ is filter replacement time (FRT) (Figure
30). Namely, adequately and timely replacement of filters significantly reduces wear-induced
stoppages, particle ingression and clogging, thus reducing the risk of premature wear out of the
system. If such practice or activities are performed, the inference is that FRT correlates with
MTBF, suggesting that FRT contributes to preserving the system and prolongs TBF events.
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Figure 30. Percentage of companies obliging with proposed FRT reported
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A good indication of the quality of the maintenance practice is the time for the oil refilling within
the system (Figure 31). It has been observed that companies, to preserve the system and not replace
oil with small degradation of oil constantly, usually refill the system after some time. Figure 31
shows that even though companies do not refill the system constantly, some peaks around 100h
and 500h show a potential bias in oil analysis. Some data, therefore, may be prone to bias in terms
of viscosity measurement after some time since oil is "refreshed” and returned to the appropriate
state of viscosity quality level. Further analysis should be investigated, and potential degradation
and particle rise in the system can cause bias in oil analysis.
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Figure 31. Time to refill the system with the oil

The variables above suggest that the analysis results can be biased when conducting the lubricant
condition monitoring (LCM) program. These variables must be available and included in the final
analysis and will be prone to the investigation later in the experiment.

5.1.3 MAINTENANCE PERFORMANCE INDICATORS DESCRIPTIVE RESEARCH RESULTS

Besides maintenance practice and associated activities (e.g. FRT, LCM), the performance
indicators (e.g., MTBF, fluid waste, type and the root cause of failures) will be discussed further.
Hence, looking at MTBF depicted in Figure 32, conclusions are difficult to be established.
Therefore, multiple linear regression (MLR) will be used to investigate variables affecting MTBF.
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Figure 32. Mean Time Between Failures of industrial and mobile machines

Considering failures within the hydraulic system (Figure 33a) and their associated causes (Figure
33b), it can be seen that bursts of hoses and pipes are the most common stoppage within the
hydraulic system, logically justifying the causes (or consequences) of the system overload and
leakage. Outside of the spectrum of presumably inadequate operations leading to overload,
contamination (particle, water, air, temperature) is the secondary cause of failures but not the most
common cause of hydraulic system failure, as previously reported throughout the literature.
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Figure 33. The most common component failures (a) and root causes of failures (b) reported

Although failures due to contamination (particle, temperature, air, water) are significantly lower
than previously reported in the literature, it helps support the premise that future maintenance
should switch focus on monitoring energy parameters, i.e. flow and leakage.

5.1.4 INFLUENCE OF ENERGY AND ENVIRONMENTAL INDICATORS

Obtaining data from the survey and associating it with appropriate maintenance practice (reported
policy), the idea is to question the relationship between maintenance activities and MPIs. By
obtaining evidence on the relationship between maintenance practice and MPIs (e.g., MTBF,
energy, oil waste), the idea is to use such evidence for contributing to the EBM practice.
Nevertheless, the first goal is to use box and whisker plots to illustrate the relationship between
maintenance practices and MPIs, namely hydraulic power utilised (Figure 34a) and MTBF (Figure
34b).
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Figure 34. Box and whisker plot of PRCM (a) and MTBF (b) of different MP

The results depicted in Figure 34a show that power units (NWEF and NWP) are at the lowest at
CBM and CM practice; presumably, it can affect the MTBF indicator. However, the obtained
results from Figure 34b shows that MTBF is somewhat close (mean and median) and should not
bias results.
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Figure 35. Companies utilising different MP fluid waste per machine month (y;-axis) and power
consumption per machine monthly (y»-axis)

Furthermore, reported overload and leakage as primary causes of stoppages across the MPs do
not correlate with fluid waste per month. On the contrary, in some small instances under CM
practice, the higher the hydraulic power unit, the less it wastes fluid. A monthly scatter plot (Figure
36) of fluid waste and power consumption is used and subjected to MP to get closer to the
proposed thematic. It can be seen that there is no correlation between observations. Therefore,
although one may expect higher energy utilisation of hydraulic power units and information
obtained — overload and leakage — that fluid waste monthly should result in a somewhat positive
correlation between the variables. Although depicted in Figure 30, it shows the absence of such a
correlation.
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Investigating the influence between MTBF and fluid waste per machine-monthly (FWM) reveals
that variables subjected to DM, CM, PdM, or PM do not correlate. However, CBM and OM
practice shows that with higher and improved MTBF, FWM correlates. Namely, one of the reasons
associated with activities for maintaining the system as operational as possible at the cost of
allowing non-random deteriorating “quasi-failures”, such as wear, to take charge. Other cases can
include conducting conditional or opportunity maintenance inspections and acting upon
deviations in machine performance (e.g., noise, temperature) with appropriate activities to reduce
leakage or prevent overload, consequently preventing stoppages. Extreme cases would be, as stated
earlier, to replace the oil based on degradation characteristics with results obtained from the lab.
This case would be the most logical since it preserves the system in a good state and prevents
degradation while maintaining the quality level of fluid. All of the reasons require in-depth analysis
within specific monitoring practices; however, such data is beyond the scope of the study.
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Figure 37. Scatter plot — FWMh (y-axis) and MTBF (x-axis) of different MP

Observing the scatterplot (Figure 38), the results show a negative correlation between MTBF and
power consumption requirements of specific machines, i.e., hydraulic power units. Namely, it can
be observed that regardless of the maintenance practice being subjected, most of the companies
(machines within) show a higher MTBF with smaller power units expressed in kW. So, the
argument goes to the importance of understanding the impact of pressure on flow on some failures
reported. An objective viewpoint validating the importance of transitioning into the energy-
dedicated maintenance realm further supports the previous argument. It can be observed that most
of the power units above 40 kW of required power show stable MTBF varying around 700-900
hours. With a decrease below 40 kW hydraulic power unit, MTBF is clustered around 1300 hours
(MTBF) regardless of the maintenance practice. Below 40 kW shows a negative exponential
decrease towards higher MTBF, suggesting that smaller power units show exponentially reduced
TBFs. Hence, this also questions other factors influencing MTBF, especially the high amount of
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required power machines. Since most industrial systems are at low power unit requirements, this
also adds a validity dimension in accepting that the mobile machines with higher input power tend
to fail faster, resulting in pipes and hoses bursting, leakages and exposure to harsh working
environments. It also supports monitoring this type of indication for preventive maintenance
inspection periods.
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Figure 38. Scatter plot — Power unit [lit./machine-hout] and MTBF [hours]

The information collected regarding PCM, FWM and MTBF variables leads to the following
conclusion. Even though MTBF shows, a low to mild correlation (tendency) with the previous
two variables, the correlation between PCM and FWM is absent. Since it has been reported that
both overload and leakage are the primary causes of failures, the observed data supports such a
claim. Namely, different latent indicators and causes of failure between different industrial
applications and machines lead to different types of failures (e.g., constructional or functional); the
presence between MTBF and PCM cannot be confirmed by deductive reasoning. This hypothesis
needs to be challenged by inductive reasoning and classifying different root causes of failures —
further supporting the premise of the causality between functional-productiveness markers and
faulty operating conditions to reach the machine's operating state.
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5.2 CORRELATION AND REGRESSION ANALYSIS OF SURVEY DATA

521 CONTAMINATION — THE PRIMARY CAUSE OF STOPPAGES?

The first hypothesis from state-of-the-practice is to challenge the argument that contamination
(>70%) is the lead cause of failures within the hydraulic systems. One may conclude that there is
a strong correlation then between wear-induced mechanisms of leakage and consequently question
the true cause of the stoppage. Therefore, the Z test shows the following results:

p—p _ 0.39-0.7
g =P _ 22070
rq 0.7:0.3
n 72
Following previous claims [121] regarding the influence between failures and, thus, associated
maintenance activities of filter replacement time (FRT) that must have a negative correlation or
positively influence a reduction in MTBF, the results support such claim. Although the

maintenance analysis program (MAP) and maintenance department team (MDT) do not show a
correlation affecting MTBF, they will be further investigated.

5.75. 51)

Table 13. Correlation matrix — MTBF and associated maintenance variables

MA NWwP NwWF  MPPM  MDT  MAP  EAP CMT FRT  TIOR

NWP -0.01

NWF -0.05 0.45%**

MPPM -0.12 0.20%* -0.07

MDT -0.18 0.13 -0.11 -0.06

MAP -0.11 -0.02 0.03 0.22* 0.06

FAP -0.14 -0.08 0.03 0.04 0.40** 0.13

CMT 0.03 0.09 0.02 0.1 0.02 0.5%k 0.07

FRT 0.04 0.1 0.06 -0.1 0.06 -0.14  -0.22¢  -0.18*

TTOR -0.12 -0.14 -0.06 -0.22% 0.25% 0.20%* 0.01 -0.11 0.1

TTCOC -0.02 -0.03 -0.11 -0.04 0.25* 0.25% -0.09 -0.1 0.1 0.6%#*

MTBF -0.38%kk (500K (), 33kekk 0.02 0.14 0.07 0.23%  0.25%k 0.4k 0.1
NOTE: MTBF = Mean Time Between Failures; MP = Maintenance Policy; MAP = Maintenance Analysis Program;

MPPM = Maintenance Personnel Per Machine; MDT = Maintenance Department Team; FAP = Failure Analysis
Personnel; MA = Machine Age; FRT = Filter Replacement Time; CMT = Condition Monitoring Technology;
TTOR = Time To Oil Replacement; TTCOC = Time To Complete Oil Change;. p-value < .01%**, p-value < .05%%;
p-value < .1*

Displayed results show a low p-value of MA, NWP, NWF, FRT, FAP, CMT, and after running a
Stepwise Multiple Regression (SMR) in MINITAB and using ANOVA, the coefficients show the
p > 0.05 and are excluded from the modelling. Besides, a Grubbs test (G = 2.77) showed no
outliers (p < 0.05), and a scatter plot was used to check linearity.

The second assumption is to check multivariate normality, i.e. errors of observed and predicted
values are normally distributed (Figure 39). The third assumption is to check the absence of
multicollinearity, proven with no coefficients between independent variables » > 0.80. The final
proposition for validating the regression model is to check the presence of heteroscedasticity in
the data, and the model’s linearity suggests homoscedasticity (Figure 39).

J . A
51| Page



Normal Probability Plot Versus Fits
999

99 600 M ¢
T T .
* ‘0 . L
90 o 3004 . * . * b4
g E . %o > %
A T oolet ? oo d%
& ¢ . o se .
e :’ L ]
107 -3004 % JT o o o9
L)
14 % *
ol 500 * *
*21000 500 0 500 1000 500 1000 1500 2000
Residual Fitted Value
Histogram Versus Order
12 —
| 6004
9 4
3004
g <
T 61 ‘o 0
o o
o e~
5 3001
|_ 500
600 -400 200 O 200 400 600 15 10 15 20 25 30 35 40 45 50 55 60 65 70
Residual Observation Order
Figure 39. Residual plot analysis for MTBF
Confirming the linearity assumption, a general MLR analysis model is formulated as:
Y = PBo+ Bixy + Poxy + o+ Brxy + €, 5.2)

Where y is an independent variable, s is the intercept, f; are coefficients, x; is the associated
dependent variable with error e ~ N( ., 6°). Replacing with MTBF model target function, we get:

MTBF = 1224 — 0.079 FRT — 0.76 MA + 0.443TTOR — 1.578 NWP — 1.063 NWF +

MP + MAP + FAP + CMT . (5-3)

Since categorical variables like MP, MAP, FAP and CMT are used, dummy values are used for
modelling (0, 1). The resulting model shows somewhat average prediction properties of R* = 60%.

Table 14. Resulting R? values for the proposed MTBF linear function model

Model | S | R? | R4
MITBF 348.487 60.61% 46.22%

Although the model with intercept shows a somewhat moderate R’ value, the amount of accuracy
of extracted data from the survey is questionable. Namely, some variables consisting of dummy
values (MP, MAP, FAP) fail to prove the validity considering p-value.

5.2.2  MODEL AND COEFFICIENTS INFLUENCE AND VALIDITY

ANOVA results (Table 15) show that most associated variables show p values less than 0.05.
However, although variables such as MP, FAP and NWTF in both proposed models deviate from
the value, the inference is that a correlation exists between MTBF and mentioned. However, since
the model does not have good prediction properties with associated variables, thus reducing the
R’ value (in the first case), the model illustrates the impact of variables that show good correlation
r values with the dependent variable MTBF. Looking at the categorical variables of the MP
influence, there is not enough evidence to reject the claim that MP increases MTBF. Even though
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the logical inference that practices like CBM and PdM should increase MTBF, which the model
confirms, the p-value does not reject the null.

Table 15. ANOVA results of coefficients used in the MLLR models

Source | df |  Adiss | AdiMS | F value | p-value
Regression 19 9718237 511486 4.21 0.00
FRT 1 136746 136746 1.13 0.29
MA 1 2765909 2765909 22.78 0.00
TTOR 1 380276 380276 3.13 0.08
NP 1 1033465 1033465 8.51 0.00
NIWF 1 257000 257000 2.12 0.15
MP 5 358924 71785 0.59 0.71
MAP 3 1149065 383022 3.15 0.03
FAP 3 115429 38476 0.32 0.81
CMT 3 6315047 121443 6.35 0.00
Error 52 2312777 770926
Total 71 16033284

Table 16 shows that FAP improves MTBF, although the discrepancy and somewhat contradictory
claim that technicians outperform engineers in determining failure is questionable, in addition to
non-significant statistical relationship (p>0.05). It should be investigated to see whether or not
experience and not education contributes to diagnostics and prognostics, in which case, it can be
justifiable. Finally, a CMT with a statistically significant value at p<0.05 shows that personnel using
sophisticated technology increase MTBF value, whereas organisations that lack instruments (e.g.,
pressure, flow, temperature, contamination sensors) decrease MTBF.

Table 16. MTBF for continuous and categorical coefficients

Term | Coeft | SE Coeft | Tvalue |  pvalue | VIF
Constant 1224 463 2.64 0.011
FRT -0.079 0.0744 1.06 0.294 1.79
MA -78.6 16.5 -4.77 0.000 1.19
TTOKR 0.443 0.250 1.77 0.083 1.25
NwP -1.578 0.541 -2.92 0.005 1.36
NWF -1.063 0.731 -1.45 0.002 1.31
MP
CBM 0 0 * * *
M -285 220 -1.30 0.199 3.7
DM 7 295 0.02 0.981 2.06
oM -154 252 -0.61 0.544 2.88
PdM 60 206 0.29 0.771 1.63
PM -115 185 -0.62 0.537 5.01
MAP
cC 0 0 * * *
LCM 529 204 2.59 0.013 2.45
PHM -23 193 -0.12 0.906 4.68
Visual 248 163 1.52 0.134 3.93
FEAP
Engineer 0 0 * * *
None 98 154 0.64 0.528 2.19
Specialist 49 112 0.43 0.667 1.86
Technician 146 162 0.9 0.370 1.53
CMT
None 0 0 * * *
PF 760 325 2.34 0.023 14.67
PFT 095 363 1.92 0.061 15.66
PFIC 1206 366 3.30 0.002 17.26

However, what is questionable is the Variance Inflation Factor that (rule of thumb VIF < 10)
influences multiple collinearities, i.e., FAP and MAP are correlated with the CMT and can be left
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from the model. As such, it can be seen that the LCM analysis program significantly outperforms
other maintenance programs for improving the time between failures due to the usage of sensor
and lubricant condition technology.

Although maintenance programs are mostly investigated in the research domain of maintenance,
it still lacks an industry-accepted approach and methodology as means of technical and
technological intelligence of engineers in determining degradation and failure patterns. It shows a
high p-value, which cannot be used to determine the validity of using a binary variable [0, 1] in
model validity. Perhaps companies using the PHM approach fail to address and implement the
appropriate methodology, resulting in inadequate failure analysis. In addition, let’s use only the
statistically significant factors in model, which is given as follows:

MTBF = 1557 — 78.0 MA — 1.607NWP — 1.155 NWF + CMT , 5.4

where CMT considers constants (766 in case of PF, 819 in case of PFT and 1106 in case of PFTC),
suggesting that the best condition monitoring is in fact monitoring the pressure, flow, temperature
and contamination in the system since it prolongs the MTBF by 1106 hours (Table 17).

Table 17. MTBF for continuous and categorical coefficients

Term I Coeff | SE Coefr | T value | p value I VIF
Constant 1557 294 5.36 0.000
MA -78.0 15.8 -4.95 0.000 1.01
NWP -1.607 0.512 -3.14 0.003 1.13
NWF -1.155 0.700 -1.65 0.104 1.12
CMT
PF 766 268 2.85 0.006 9.33
PFT 819 272 3.01 0.004 8.20
PFIC 1106 270 4.09 0.000 8.76

The model, however, does not perform vey well, which can also be noted by the results given in
Table 18. In addition, the question have also rised on the NWF variable in terms of model
contribution, since it does not have statistically singnificant effect on the model (p = 0.104), and
should also be removed from the model.

Table 18. Resulting R? values for the proposed MTBF linear function model

Model | S | R | R4
MITBF 361.013 47.16% 42.29%

Opverall, it can also suggest that industrial maintenance practitioners lack knowledge on the usage
of such technology, or other factors can impede the data. Such factors include personnel mistakes,
higher power units, available maintenance personnel per machine (MPPM) for conducting the
analysis, influence of hard-working environments, or appropriate usage of instruments. Either way,
the question remains open and should be a groundwork for further discussion and investigation.
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Chapter III

oo 222058 70en lead lives of quiet desperation.

Henry David Thoreau

6 EXPERIMENTAL SETUP

Considering all acquired information, the domain in which the model needs to be verified must
provide a high energy-utilisation process within the manufacturing domain. Justifying the
proposed model reduces resource consumption, pollution, and financial loss. Moreover, for EBM
to be effective, a new model must be proposed to estimate quasi-failure states as binary values [0,
1] as normal and faulty-mode states. The classification learning problem is used for dynamic
changing boundaries and clusters. Since we are dealing with both discrete and continuous values,
the following sub-sections will first deal with testing does the contamination, in fact, influences,
directly or indirectly, energy consumption and if the value represents multicollinearity and
redundancy of EBM markers. The idea is to create functional-productiveness markers for
performing classification.

6.1 INDUSTRIAL PRACTICE DATA AND MACHINE SELECTION

6.1.1 WORKING CONDITIONS AND CHARACTERISTICS FROM PRACTICE

State-of-the-practice meta-data is used to assess experimental validation of the proposed model
through a similar system. That is to say, all variables taken from practical environments are
encapsulated in such a way that they are suitable for experimenting. The underlying reason is to
subject the system to disturbances and perturbations that are dealt with in real operating conditions
— verifying the model in an industrial encirclement. Table 19 provides descriptive statistics of
questionnaire-based survey meta-results. As observed, Table 19, which includes industrial
applications, shows a mid to average range of working conditions, hence, hydraulic power units of
around 17 kW, while mobile machines are more than two times higher working loads with power
units ranging above 40 kW. This suggests that this feature shows the higher intensity of variations
in reducing MTBF, aside from all other factors included.

Table 19. Industrial machines utilising hydraulic control systems - descriptive statistics

Variable mean median st. dev  kurtosis skewness min max A¥*  p-value
FRT 817.53 742.50 406.3 1.57 1.17 200 2000 1.15 <0.005
FWMh 0.123 0.094 0.092 1.76 1.26 0.007 0.4159 1.02 0.010
MA 9.34 8.80 2.09 -0.95 0.12 5.6 13.3 0.51 0.187
MFV 385.30 175 517.87 3.11 2.04 53 2000 5.32 <0.005
MPPM 0.68 0.3 0.845 6.58 243 0.04 3.93 3.69 <0.005
MTBF 1381.5 1423.0 382.9 -0.66 0.09 635 2262 0.32 0.516
NWF 52.3 38 32.74 .020 0.91 10 130.5 1.68 <0.005
NWP 145.21 114.33 84.2 14.73 3.26 65 550.5 3.00 <0.005
PCM 17.20 10.75 20.07 9.99 2.90 1.26 104.02  3.71 <0.005
TTCOC 2672.4 1800 2147.2 2.67 1.76 620 8640 3.63 <0.005
TTOR 166.80 91 171.04 3.47 1.91 250 739 3.46 <0.005

NOTE: MA = Machine Age; NWP = Nominal Working Pressure; NWEF = Nominal Working Flow; FRT = Filter Replacement
Time; MFV = Machine Fluid Volume; TTOR = Time To Oil Refilling; TTCOC = Time To Complete Oil Change;. MTBF =
Mean Time Between Failures; FWMh = Fluid Waste per Machine-hour; PCM = Power Consumed (required) Machine —
hydraulic power unit; MPPM = Maintenance Personnel Per Machine; A* = Anderson-Darling normality test score.
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6.1.2  EXPERIMENTAL SETUP — RUBBER MIXING MACHINE (RMM)

Considering that companies’ most important goal is to achieve the finest market quality of their
products, improving process control is important. Such an approach requires that the process
(regardless of the decision-making layer) from raw material to the final product (even service)
maintains a defined quality level. From a technical/technological stance, the point of
characterisation and discussion will focus only on a specific production process utilising a hydraulic
control system. One such system is a rubber mixing machine (Figure 40). Although the process
consists of multiple stages from transformation into a final product (tyre), the only part of the
experimental design and monitoring system will be disposing of rubber on the roller line by
opening and closing the mixer saddle. The working system consists of a tank (1), EC motor (2),
axial piston pump (3), manifold block with directional-control valves (4) and hydraulic actuators
(5). The monitoring apparatus for data acquisition consists of instruments with sensors and data
transformation units consisting of: (6) water sensor for measuring water saturation; (7)
contamination sensor for measuring particle contamination; (8) turbine flow meter for measuring
working flow and pressure; (9) data acquisition instrument for flow and pressure; (10)
communication module; (11) laptop; (12) SCADA system.
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Figure 40. Experimental installation of the rubber mixing machine

Depending on the technological recipe for manufacturing a tyre, i.e. transformation from the
process mass through mixing into a final product, i.e. tyre, an example of a specific work process
flow is given as a technological fingerprint of energy consumption for a rubber mixer (Figure 41).
The steps of mixing the mass for a specific batch starts includes (1) loading (feed); (2) soot filling;
(3) mixing with batt; (4) ventilation; (5) mixing with batt with an increasing percentage of pressure;
(6) oil filling; (7) again mixing with batt pressure; (8) release of batt pressure and retraction in
addition to ventilation; and finally, (9) release of the mass for the next operation by opening and
closing the saddle via the hydraulic control system.
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Figure 41. Energy consumption and act step of a rubber mixing process

Figure 41 shows that energy consumption is the highest at the start of the hydraulic control system
that controls the opening and closing of the saddle door. The specific operation is triggered by the
temperature set at a specific value. Moreover, the graph depicts the energy consumption of electric
motors (rotor speed and moment) required for the mixing process. These controllable parameters
include rotor speed, mixing time, ram pressure, and chamber temperature.

6.2 'THE HYDRAULIC CONTROL SYSTEM OF RMM

The mixet's defined chamber temperature (inner temperature) is the point of the hydraulic system's
starting process (and monitoring). The following subsection will be given a complete hydraulic
installation (Figure 42) and step diagram (Figure 43) to fully understand the hydraulic system

operation. The components of a hydraulic installation are given in Table 20.

Table 20. Hydraulic system components of a rubber mixing machine

n Component Type Characteristics/function

1. Reservoir Hydraulic tank 200-litre hydraulic reservoir

2. Filter Suction filter at the pump 90-micron suction filter

3. Pump Variable displacement axial piston 46 cm3/rev size axial pump

4. Electromotor Three phase electric motor 18.5 kW electric motor

5. Valve_05 Pump displacement reg.-valve Regulating swash plate angle

6. Valve_06 Solenoid 2-position valve Idle-working system valve

7. Valve_07 Non-return valve Valve for securing return pressure
8. Multihandy 2045 Pressure and flow sensor Monitoring working flow and pressure
9. Filter Pressure filter 10-micron pressure filter

10. Directional valve 4/3 solenoid valve Controlling actuators’ position

11. Directional valve 4/3 Propotrtional directional valve Flow control to the actuator

12. Flow regulators Flow regulating valves Controlling the saddle

13. Actuators Rock & pinion cylinder Controlling the position of the saddle
14. Contamination sensors Particle and water sensors Monitoring water sat. and particles
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Figure 42. Hydraulic scheme for rubber mixing machine for opening and closing the saddle

The system works based on the following. In the idle (pre-start) phase, the pump is working at low
pressure before the temperature sensor triggers the regulation valve of the pump (0) for starting
the hydraulic cycle. After the initiation of the pressure rise solenoid valve (10) is activated, and the
flow is transferred to cylinders (13). The cylinders are returned from the fully opened position to
the fully closed. Immediately after cylinders (13) retraction, the Rack and pinion cylinder (14) are
activated over the proportional valve (11). The saddle speed is regulated by fast movement in the
first 2 seconds and slowed down approximately 2.5 seconds. This is the opening saddle (OS)
position. Before the position sensor activates the proportional valve, the approximate time is
around 8 seconds. This is the idle saddle (IS) position and is used to allow the process mass of the
rubber to be ejected from the mixer. The closing saddle (CS) regime is performed the same way as
it was a regime in closing. The rack and pinion cylinder (13) return the saddle to the primary
position, and linear cylinders (11) act as a saddle's security door.
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Figure 43. Work tact of the experimental hydraulic system
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6.2.1 LUBRICANT CONDITION MONITORING DATA — HYDRAULIC FLUID

The fluid’s primary function in the hydraulic system is transferring forces and motion, i.e.,
transferring power. Besides, hydraulic fluid is also responsible for lubricating the components’,
behaving as heat medium, sealing medium, antiwear and antioxidant medium. Considering the
system’s reliability and energy-conserving properties, it is crucial to select fluids based on the
working conditions propetly (e.g., working pressure, environment temperature, working regime).
Depending on the features (e.g., EP-AW additives, resistance to ageing, thermal stability, viscosity,
water mixing ability), oil with proper characteristics must be selected to sustain the required
demands. As suggested by the OEM for the specific machine used in the experiment, HLP 46
hydraulic fluid is used. The HLP 46 is a conventional hydraulic mineral fluid with anti-wear
additives meeting DIN 51524 part 2 standard requirements and ISO viscosity grade, and as such
will be used for analysis by online (instruments) and offline (sampling) monitoring.

Table 21. HLLP 46 fluid characteristics from OEM

Properties Standard Unit Value
Colour ASTM D 1500 - 1.5
Kinematic viscosity 40°C ASTM D 445 mm?/s 46
Kinematic viscosity 100°C ASTM D 445 mm?/s 97
Viscosity index ASTM D 2270 - 97
Total acid number ASTM D 664 mg KOH/¢g 0.8
Pour point ASTM D 5949 °C -30

Specific gravity @ 15.6 °C ASTM D 4052 g/cm’? 0.878
Flash point ASTM 92 °C 227

The first goal of extracting oil samples from the system is to maximize the information density
[122], i.e. ensure that samples taken have as much information per millilitre of fluid as possible.
The second goal is to minimize data error as much as possible by guaranteeing no bias in the fluid
sample analysis. Oil sampling on system returns includes procedures dependent on system design,
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ports, pipes and hoses, application, conditions, and work regime. However, with high consistency,
it can be said that turbulent areas are the best sampling locations because fluid is not at a laminar
flow regime, thus avoiding the error of particle swarm leaving the sample (fly-by) — samples taken
at elbows. Ingression points should be taken downstream of the components that wear and away
from areas where particles and moisture ingress — returning and drain lines. Hence, oil samples are
taken at return lines before filtration points (Figure 42). According to defined labelling and
information collected from the sampling, a specific procedure and table of important information
are given for gaining more insight after hydraulic fluid analysis. Every sample is recorded and
analysed.

Table 22. Hydraulic fluid samples labelling and data explanation

Label Properties Explanation of the property defined
Fluid type Fluid base type Hydraulic fluid
Manufacturer Fluid manufacturer Original hydraulic fluid manufacturer
Fluid system Machine or system name e.g. Rubber mixing machine
Sample date Sampling date and time Exact time and date of sampling
Sampling hours Hours before the last sample period Hours before the last sampling
Sampling op. hours ~ Operating hours before the last sampling Operating hours before the last sample
Disturbances Fluid added before the last sample? Amount of fluid added after the last sample
Sampling type Offline, online or inline? Type of fluid extraction from the system
Place of sample Place where the fluid is sampled? Barrel, tank, pump, valve, drainage, etc.
Sampling method A ball and sample valve, vacuum pump? Type of fluid sampling from the system
Sample amount Amount of fluid taken? Amount of fluid taken in ml or bottle size

Data is collected from oil samples by two offline laboratory analyses. Namely, the data collected is
done as a double test to ensure data reliability. For instance, viscosity at 40°C and 100°C ate
analysed in two different laboratories to ensure data is valid through a single-blind study — not
providing previous information about the fluid characteristics nor the fluid sample property to the
laboratorian. Although not previously done, the author wanted to ensure a limited amount of bias
in oil analysis.

6.2.2  FLUID SAMPLING AND ANALYSIS OF FLUID PROPERTIES

Hydraulic fluid sampling is usually done between 250-400 hours [54], [123], [124], depending on
the application. The exact values of sampling are given in Table 23. Collected fluid samples are
additionally sent to laboratories for analysis to avoid bias and non-replicable results. The
information regarding the samples, protocol, method, instrument and overall analysis results are
given in Appendix 2. In addition, laboratory elemental analysis is performed via Wavelength
Dispersive X-ray Fluorescence (WDXRF) spectroscopy.

Table 23. Fluid sampling frequency with amounts and sampling method

No. Date Time Place Sampling Amount Analysis TBS-H
0 06.10.2021 11:44:00 Barrel Oftline 500 ml Phys. proerties 0.00
0 06.10.2021 11:45:00 Barrel Oftline 100 ml Elemental+Phys. 0.00
1 22.10.2021 19:41:00 DV-T Online 500 ml Phys. proerties 391.95
1 22.10.2021 19:43:00 DV-T Online 100 ml Elemental+Phys. 392.00
2 09.11.2021 15:05:00 DV-T Online 500 ml Phys. proerties 427.40
2 09.11.2021 15:07:00 DV-T Online 100 ml Elemental+Phys. 427.39
3 20.11.2021 21:30:00 DV-T Online 500 ml Phys. proerties 270.42
3 20.11.2021 21:35:00 DV-T Online 100 ml Elemental+Phys. 270.47
4 01.12.2021 10:15:00 DV-T Online 500 ml Phys. proerties 252.75
4 01.12.2021 10:18:00 DV-T Online 100 ml Elemental+Phys. 252.72
5 10.12.2021 15:50:00 DV-T Online 500 ml Phys. proerties 221.58
5 10.12.2021 15:54:00 DV-T Online 100 ml Elemental+Phys. 221.60

NOTE: DV-T = Directional Valve after T port sample place; TBS-H = Time Between Sample is taken in hours
(time is expressed individually for 100ml samples and 500ml samples, respectfully).
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0.2.3  AUTOMATIC PARTICLE COUNTER (APC) AND WATER SATURATION (WS) SENSOR

APC (ISO 4406 particle measurement) monitors 24h hydraulic fluid contamination during the
experimental investigation. The particle counter used is HYDAC CS81220 (Figure 44). The
instrument is mounted online with a recording rate every 10 sec. Monitoring is done 24h daily
since the machine is working for three shifts. Moreover, measuring water saturation is done by
AquaSensor HYDAC AS2000 (Figure 44). Temperature is used as a feature from both instruments
and correlated with variables to detect potential effects between the variables. Although
temperature strongly affects viscosity, performance and system response, due to its effect on
hydraulic fluid, the fluid temperature measured never surpassed the temperature higher than 50°C.
Even though the system works for 24h, however workload of the hydraulic system is maintained
at around 25 bars (hydraulic system idle state). Therefore, the intensity did not increasingly affect
the temperature rise in the system.

6.3 HYDRAULIC POWER DATA

6.3.1 FLOW AND PRESSURE MONITORING DATA

Flow and pressure monitoring data is done via MultiHandy 2045 HYDROTECHNIK (Figure 44).
The device measures on-site real-time data at the recording rate of 50ms, 100ms and 1000ms.
Namely, the data has limited records data about 65000 storage records. Hence, the data for 20
cycles, taking into account that it requires approximately 2 minutes to start performing a hydraulic
cycle, usually takes around 40-50min to record 20 hydraulic cycles. Therefore, aside from recording
1000ms, to gain exact insight into system degradation, 50ms per 20 cycles is used for diagnostic
purposes for storing records of two memory channels, pressure and flow, respectfully.

HYDAC AS3000

N\

PC for data
acqusition

Communication
module

aN

MultiHandy 2045 Hydrotechnik

Figure 44. Experimental installation of mixers’ hydraulic control system
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Setting the experiment monitoring interval, the author first performed 1000ms monitoring to
understand the intensity of production batches, deviations, potential stoppages, disturbances,
preventive activities, etc. Although 1000ms does not provide valid information for diagnostic
purposes by evaluating pressure and flow anomalies, they can be a good source of information
regarding hydraulic system failures or stoppages. For instance, a pressure drop to 0 can be observed
at the 3900-sec mark. Moreover, around the 4500sec mark, slight disturbances also happened,
caused by deviations in directional valve response due to electronic issues. Monitoring flow and
pressure are performed via MultiHandy 2045, and HydroCom software (Figure 45) is used for data
acquisition. Monitoring flow and pressure for establishing hydraulic power variables are performed
at a 50ms data acquisition frequency.
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Figure 45. Records of pressure and flow via Multihandy2045 via HydroCom

An example of a stored record of a specific hydraulic cycle at 50ms is depicted in Figure 46.
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Figure 46. Single signal flow (yi-axis) and pressure (y»-axis) at 50ms record rate

Given the acquired information about a hydraulic system work (Figure 43) and its functional
dynamics, the observed graph (Figure 46) can determine anomalies.

62| Page



6.3.2  ACTUATORS' RESPONSE DATA — SADDLE OPENING AND CLOSING

The importance of utilising actuator response is to measure the dynamic response of power
transfer. Since the model considers functional-productiveness, where the concept includes adding
the productivity as a dimension of functionality, measurement of working cycles (time for each
cycle) is vital. At the same time, monitoring actuators’ response time (Figure 47) is used for setting
labels in learning classification.
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Figure 47. Saddle operation activation for 20 cycles

Since the regulation of the movement is controlled by directional valves, which are like pumps and
other contaminant-sensitive components prone to degradation, it will also be used to determine
whether there is an influence between their response and contamination. Besides, the idle position
between unloading the rubber mass and closing the saddle is also used to penalise or confirm
whether the system is in operating condition.

6.3.3 SCADA SYSTEM DATA ACQUISITION

The data processing machine’s SCADA system synthesises and filters data important for the
experimental study. Such data includes the date and time of every cycle; cycles performed for each
batch; mass weight for specific batch production, cycles performed/planned; time for petrforming
the cycle; temperature value inside the mixer; batt pressure/position; energy consumption; binary
value for chamber filling [open, closed], and binary value for saddle [open, closed]. All of these
values are filtered and sorted for data modelling.
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Table 24. Example of SCADA information obtained for specific batch cycle

t[s] Temp. [°C] Bat_pos [%] B_Pres [%] Step EC [kWh] Saddle Cham.

1 73.73 0.00 1.02 1.00 0.00 0 0
2 73.45 0.00 0.90 1.00 0.01 0 0
150 107.18 100.00 77.97 9.00 16.11 1.00 0
151 106.55 100.00 77.63 9.00 16.12 0.00 0

Even though SCADA provides value for opening and closing in seconds, a stopwatch is used to
determine the exact rotation speed of the rack and pinion cylinder, i.e., opening and closing of the
saddle. Additionally, recordings of mass weight load on the saddle and cycle time are used to
determine whether there is an influence, i.e., correlation with the movement of the actuators or
their response time.

It is also of interest to use evidence of performed cycle time of individual batches and hydraulic
cycles (Figure 48) to see whether there is a correlation between the two since it affects the intensity
of cycles performed due to stoppages outside of the hydraulic control system, thus potentially
affecting temperature rise-drop. Moreover, it is also of interest to use hydraulic cycle times since a
saddle, which is under the effect of a sensor that detects fully open and closed position, i.e.
triggering directional valve control, was not working, indicating stoppage of a system.
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Figure 48. Time for performing cycle (yi-axis) and hydraulic cycle time (y»-axis)
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7 EXPERIMENTAL RESULTS AND DISCUSSION

7.1 LABORATORY EXPERIMENTAL (OFFLINE) RESULTS

7.1.1  LABORATORY ANALYSIS OF HYDRAULIC FLUID PROPERTIES

Numerous physio-chemical analysis important for making conclusions on the state of the hydraulic
system is available, although viscosity, density, water content, TAN, flame point, and flow point
are amongst the most important one for making appropriate conclusions. Amongst all variables,
the author used the measurements of Viscosity (at 40°C and 100°C), viscosity index, flame point,
flow point, total acid number (TAN), density (g/cm’) and water content (ppm) as the most
important indicators. The samples are taken to two laboratories for a single-blind study to ensure

the analysis's validity and transparency. The results are shown in detail in Appendix 2 and Figure
49.
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Figure 49. Fluid data analysis properties

The rubber mixing manufacturing process includes harsh environments due to the high
temperature of the mixing machine, dust and moisture due to the watering process for cooling the
rubber mixer process mass, ie., the chamber. The maintenance department conducted
maintenance activities such as filter replacement, oil refilling, and sensors replacement during the
experiment. After these maintenance activities, it has been noticed that there is a sudden drop in
particle contamination and slight “refreshment” (drop) in viscosity and density. After the second
oil sample was taken (820h), the viscosity (40°C) results showed a slight decrease in the oil sample
taken from one lab (500ml sample) while in the other lab showed a slight increase (100ml sample).
Other properties like water saturation decreased and maintained somewhat in the stable range;
however, almost all other properties started to increase in the second to last and last sample.
Anomaly is that 500ml samples after the first sampling period show decrease in physical properties,
while samples from 100ml show an increase in values after the first sample. So the question stands
open, whether or not the sampling amount affects the results obtained? Water content shows a
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slightly higher increase in the final sample taken at 1500h, as seen in the increase of wear metal
particles discussed in the following.

7.1.2  ELEMENTAL ANALYSIS OF HYDRAULIC FLUID CONTAMINANTS

The elemental composition of wear debris in hydraulic systems usually includes elemental analysis
of iron (Fe), aluminium (Al), silver (Ag), copper (Cu), lead (Pb), molybdenum (Mo), chrome (Cr),
Tin (Sn) and Nickel (Ni). The content of Fe is one of the most common wear metals found in
fluid samples. The iron is associated with the wear of bearings, pumps, piston rods, pump housing,
etc. Although exemplified in the analysis, low levels of Fe (warning 5-15 ppm) were not noticed
until the last sample, which rose to the warning limit. It can be known that the comparison of ppm
per 120litres of oil and 200litres after refilling shows an obvious increase in ppm since 80 litres of
fluid have been added. Some have reported that sudden increases and decreases of Fe do not show
an apparent problem and are usually denoted as an “anomaly of the pump” [125].
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Figure 50. Elemental analysis of Cr, Ni, Cd (yi-axis) and Fe, Si (y,-axis) over time (x-axis)

Considering that no wear metals such as Ag, Al, Sn, and Mo were not detected in the oil sample
will not be a point of further discussion. The point that Sn, Pb, and Mo increase are all associated
with engine parts and coatings of compression rings can be excluded from the analysis.
Interestingly, by comparing relative quantities of metals, the concentration of each wear metal
varies significantly and can be in negative regression compared to each other. For instance, levels
of Nickel, which usually range between 0-0.7 [125], here is up to 3 ppm at the start of the test,
suggesting that at the very beginning, there may be the detection of wear since Ni is usually used
as an alloy for surface coatings. Typical Ni-based coatings used on machine components play an
important role in enhancing friction characteristics, i.e., increasing wear resistance or improving
corrosion resistance [126]. In addition, Ni provides a hard, corrosion-resistance surface to resist
wear and harsh working conditions.

Moreover, as an element with high hardness, nickel is also an excellent abrasion resistance alloy
and is used as weldments applied over steel surfaces to protect the component from abrasive wear
and is usually used in pump elements [126]. If Ni results from wear, specifically abrasive-induced
wear (bearings and gears), if correlation remains proportional to levels of Fe or other metals like
Cr, Ti, Mo, or V; it can suggest that these metals are alloyed; however, if the other wear metals
increase disproportionally, it suggests coated steel parts [127]. Ni can be associated with coatings
like chromium of elements such as valve stem packings (valves), bearings, gears, and shafts [128].
Hence, it also suggests that Ni is used for plating and as an alloying element in different oil-wetted
hydraulic components and cast iron and stainless steels that usually contain a significant amount
of Ni [129]. There are also reports supporting such behaviour from the analysis, where Ni starts
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to deplete, where only trace amounts of Ni in oil suspension can be recorded beyond the 150h
mark [125]. Marlowe [130] reports that within the first and second hydraulic fluid sample, Ni had
1.0 ppm and 0 ppm, respectively, while in the filter sample, 2.0 ppm Ni was detected.

Evidence implies that wear metal concentrations tend to come close to some equilibrium in the
system. Although some reports suggest that degradation can be associated with pump wear, further
non-destructive reports do not provide evidence. It may conclude that the maintenance activities
(adding oil) and replacing the filter drastically influence the oil characteristics showing that wear of
the pump may have occurred; however, it may appear latent just by looking at the oil analysis
results. In addition, it is extremely important to emphasise that using WDXRF for wear elemental
analysis is questionable due to their LLD (lower limit detection) sensitivity in detecting particles
lower than ten ppm.

7.2 STATISTICAL HYPOTHESIS TESTING OF ACQUIRED DATA

7.2.1  INVESTIGATING THE ASSUMPTION FOR CORRELATION HYPOTHESES TEST

In order to test the Hj hypothesis, the first supporting premise hypothesis (h*g) tests the effect of
the relationship between APC readings (ISO 44006) and hydraulic power delivery from the pump
to actuators. Since Pearson’s r coefficient highlights the strength of the linear relationship between
the variables, it is important to investigate the basic assumptions. The basic assumptions consider
(1) level of measurement; (2) related pairs; (3) absence of outliers; (4) linearity. The first assumption
considers that variables are continuous, which is respected only for the HyPower variable;
however, it is not for the particle counter level of ISO code since it is an ordinal scale variable.
The “related pairs” consider that each measurement has a corresponding other, i.e., pair of values.
The absence of outliers refers to not having outliers in either variable. An outlier can skew the
variable data, pulling the best fit line formed too far from each other. Outlier testing is done with
Grubb’s outlier testing (Table 25).

Table 25. Grubb’s test for outliers

Variable n mean st. dev min max G p-value
APC 4 980 20.871 0.563 18 22 5.1 0.000
APC 6 980 20.552 0.666 17 21 5.33 0.000
APC 14 980 16.920 0.593 15 19 3.51 0.393

HyPower 980 0.0357 0.036 0.0033 0.0054 0.0586 0.000

The linearity implies that a straight line is formed between the tested pairs, i.e., a scatterplot shows
the linear distribution of x and y values. Implicitly, the assumptions above state that both variables
should be normally distributed (Table 26) and linearity and homoscedasticity (equal distribution of
residuals around the regression line). Hence, since the data shows the presence of outliers, the
same data will be removed and tested; in other instances, non-parametric Spearman’s g is chosen
instead since it does not carry any assumption about the data distribution.

Table 26. Anderson-Darling normality test

Variable n mean st. dev min max AD p-value
APC 4 980 20.813 0.609 18 22 127.32 0.005
APC 6 980 20.480 0.744 17 21 122.87 0.005
APC 14 980 16.913 0.628 15 19 109.67 0.005

HyPower 980 0.036 0.036 0.005 0.052 32.06 0.005

Because only the APC14 value does not break the assumption that there are no outliers (Table 25),
all values are not to be considered normally distributed (Table 26) according to tested values of
the Anderson-Darling hypothesis test, the non-parametric Spearman test is used. In such a case, since an
extreme amount of data is processed and analyzed, normalization will be necessary for later
analytical models (data reduction, feature selection, and classification).
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The basic assumption is that contamination affects internal leakage due to pump wear and,
presumably, loss of hydraulic power. Although the information regarding contamination level
value (Appendix 3) does not provide the exact value of particles but rather a rough approximation
given by the ISO Code, data is tested through cycles monitored and hydraulic power loss. One
would expect that values do not change with statistically significant difference over time; however,
data obtained from roughly 24 000 cycles (online monitoring 980 cycles), i.e., 1608 machine
working hours, show the presence of correlation (Table 27) with statistically significant effect (p <
0.07).

7.2.2 TESTING THE RELATIONSHIP BETWEEN CONTAMINATION AND HYDRAULIC POWER

Namely, Spearman’s p coefficient shows a negative tendency (0=-0.189; p < 0.05) between particle
contamination (APC4) and hydraulic power delivery, i.e., the higher the contamination, the less
hydraulic power is delivered to the system. Also, particle contamination of APCG6 shows a negative
correlation (p=-0.230; p < 0.05) with hydraulic power delivered to the system. This is, presumably,
a low effect of a correlation. However, APC14 does not show (0=0.046; p = 0.172) the presence
of the effect within the two. The rest of the data show a reasonably high correlation between the
change in physical fluid properties, especially between density-viscosity (0=0.81; p < 0.05), while
also the change in density rise, as a consequence of contamination, shows a moderate negative
correlation with power delivery to the system (0=-0.52; p < 0.05). Therefore, there is insufficient
evidence to reject the null concerning APC particle counts measurements.

The ISO class code cannot fully describe the exact correlation with other factors because the ISO
code does not fluctuate enough to show the correlation effect between the ISO code and hydraulic
power. Firstly, during the monitoring of the experiment, it has been noticed that particles do not
change significantly (between ISO 15-17), thus not creating enough effect between the two.
Secondly, the fluctuation of APC4 and APCO6 readings from ISO 16 code to ISO 22 code has been
noticed, questioning the influence of such small particles (air and water droplets). It also poses the
question of filterability and the beta ratio of the filter since there have been two instances of the
effect caused by maintenance activities — filter replacement and refilling the fluid in the system.
Thirdly, the pressure filter in the main pressure circuit is S creates bias, meaning it stops particles
=10 microns. Thus, suggesting the less variability of APC14 particles within the system. Finally,
an APC is set not immediately after the pump but downstream of the system, thus influencing the
effect of correlation with particle rise and hydraulic power delivery after the pump.

Table 27. Correlation matrix — APC readings and hydraulic power per cycle

HS() HS_.iddle kg/n APC4 APC6 APC14 Dens VISC40  HyPower VI
HS_idle -0.08

[kg]/n -0.13 0.28

APC 4 -0.09 001 -0.11

APC 6 -0.21 005 -0.03 0.72

APC 14 -0.09 017 0.06 0.44 0.58

Density -0.21 031 -0.22 0.24 0.29 -0.13

VISC40 0.22 037 -0.23 0.24 0.25 015 081

HyPower 0.26 020 011  -019  -0.23 001  -0.52 -0.61

VISC-INDX -0.02 013 016 -027  -031 20.05  -0.35 -0.13 0.41
VISC100 -0.10 034 -0.26 0.30 0.26 013 0.63 0.90 047 012

The ISO Code 6 depicts that particles =26 pm show potential wear intensity happening in the
system, thus increasing the density measured in this example. Although the particles show a low
tendency (negative correlation) on hydraulic power delivery, it is also the subject of debate about
the effect of particle wear contaminants and particle contaminants like water and non-wear-metal
particles like S7.
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7.2.3  RELATIONSHIP BETWEEN FLUID PROPERTIES CHANGES AND HYDRAULIC POWER

It is shown that hydraulic power is under negative correlation with density (o = -0.276; p < 0.01),
leading to the conclusion that there could exist an indirect relationship proven by density change
over time, however, filterability of particles causes bias in estimating the root cause of wear through
elemental analysis. An anomaly in the relationship between Ni and Zn could indicate wear.
Namely, after the first sampling period, there is a slight decrease in Zn and an increase in Ni, which
could be a potential argument for wear. Fe and hydraulic power have a small linear relationship (p
= -0.235; p < 0.01), which could indicate potential material loss and internal leakage.

Table 28. Correlation matrix — the relationship between LCM and hydraulic power

HyPower Density VISC40 VISC100 Water [ppm] Zn [ppm] Ni Fe Cr
Density -0.517
VISC40 -0.614 0.805
VISC100 -0.466 0.634 0.903
Water -0.068 -0.249 -0.462 -0.485
Zn 0.437 -0.751 -0.855 -0.807 0.674
Ni 0.437 -0.751 -0.855 -0.807 0.674 1
Fe -0.437 0.751 0.855 0.807 -0.674 -1 -1
Cr 0.193 -0.225 -0.06 -0.129 -0.701 -0.269  -0.269  0.269
Si 0.05 -0.068 -0.304 -0.499 0.03 -0.03 -0.03 0.03  0.52

However, the author argues that such causality analysis needs further investigation to support such
claims, and from such a small sample, exact results could not be taken as a final statement since it
only reflects a tendency towards logical presupposition.

The underlying reason is that contamination in this case, i.e., wear elements, does not directly show
the relationship of influence between contamination and loss of power; in fact, the relationship is
shown through overtime loss of power through the wear of a pump. It is also under scientific
debate the sensitivity of WDXRF spectrometry since elemental analysis readings below 10ppm are
questionable with this instrument.

For gaining more insight into the behaviour of LCM data, a correlation heatmap with hierarchical
clustering is depicted in Figure 51. It can be seen which parts of the elemental analysis and LCM
physio-chemical data form clusters, i.e., correlate between each other and with other hydraulic
system indicators, especially considering the HyPower variable, suggesting low 7 values with LCM
data.
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Figure 51. Correlation matrix heatmap with hierarchical clustering
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7.2.4  GRAPHICAL INTERPRETATION AND FILTERING OF HYDRAULIC POWER READINGS

As observed by the previous correlation analysis, results show poor intra- and inter-correlation
presence of LCM data and HyPower. The difference between the two is that intra-relationship of
LCM results shows effects of particle contamination increasing fluid density — suggesting wear and
leakage of the pump and consequently reduction in hydraulic power delivery to the actuators.

Following such instance, and thus, monitoring power transfer through the system, one can detect
power loss (degradation) and use this data for diagnostic and prognostic purposes. Figure 52 shows
that a system response and power transfer degradation can be observed. From such a standpoint,
and following the main premise that energy can be used for condition monitoring, the same will
be used for ML hypothesis testing.
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Figure 52. Hydraulic power readings (y-axis) per cycle (x-axis) stabilisation
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Figure 53. Hydraulic power readings (y-axis) per cycle (x-axis) stabilisation
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Figure 54. Hydraulic power readings (y-axis) per cycle (x-axis) anomaly
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Figure 55. Hydraulic power readings (y-axis) per cycle (x-axis) end cycle anomaly
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Figure 56. Hydraulic power readings (y-axis) per cycle (x-axis) deviation and time anomaly
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Figure 57. Hydraulic power readings (y-axis) per cycle (x-axis) deviation and time anomaly
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Figure 58. Hydraulic power readings (y-axis) per cycle (x-axis) deviation and time anomaly

Moreover, deviation of power signal can show different variations in system response and
functionality of a system. For instance, observing the x and y-axis within a specific bin (sequence
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of signal, e.g. 1 sec) shows deviation in time (x-axis) and power (y-axis), hence, showing deviation
in both axes in terms of functionality (power) and productivity (time). Therefore, monitoring both
time and power suggests deviation in component response and power reduction (e.g., wear,
leakage) of a specific component. This way, different noise in the signal is depicted in Figure 59.

It can be observed that, although with some amount of uncertainty and natural frequency of system
behaviour, certain system states can be noticed, which are later labelled for machine learning
testing. From a specific signal monitored # = 20 cycles, it is observed several deviations, such as
delay in valve activation signal, closing saddle time (due to sensor reaction time), stoppage (saddle
sensor off), early start of the cycle (valve activation), and finally normal operation of a system. As
such, the proposed labelled sequences of cycles are labelled as “None” (normal operation) and

“Quasi-fault” (faulty operation).
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Figure 59. Deviation in response and hydraulic power measured (y-axis) in time (x-axis)

Data separation is done for the part of the hydraulic power signal, which was derived from the
flow and pressure monitoring procedure and data extraction. The signal is then split into three
main sequences: (1) opening saddle (OS) position — consists of opening saddle on the rubber
mixing machine that is performed with retraction of linear (safety) cylinders and rack and pinion
cylinder rotation for dumping the rubber mass; (2) idle saddle (IS) position — set for the explicit
time by eliciting position sensor that is set automatically before returning into initial position; (3)
closing saddle (CS) position — activated by position sensor triggering directional vales and forcing
rack and pinion to return into initial position before linear (safety) cylinders fully extent into its
initial position.
Data separation and discretization are important to better insight into the system state and detect
potential anomalies that can be used with Association Rules (AR) for unsupervised learning to
detect exact fault-induced mechanisms and potential failure. This is usually done by different tools,
of which the easiest one is to do a correlation with possible anomaly change simply. Consequently,
the author aims in future to split binary classification labels into multiple classification problems
for an unsupervised learning approach. Therefore, it will be beyond the scope of the thesis.
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8 MACHINE LEARNING DATA PREPARATION

Considering that data acquisition of the experiment is done in the previous steps by extracting
relevant information from the SCADA system, LCM (hydraulic fluid analysis) and hydraulic power
(flow and pressure), the explanation is given in the previous chapters. However, although the
machine learning data processing (Figure 60) includes the first step of raw data collection, this
reader may be referred to some of the previous raw data acquisition steps and analysis. The
collection of SCADA operational data (see 6.3.3) is important as controlled variables in terms of
system behaviour, anomalies, influences and data (also experiment) replication.

The LCM online and offline monitoring data (see 6.2.1) is important since the author of the thesis
is arguing the lack of quantitative estimation of data extracted from the system, either online or
offline. For instance, it was unable to determine the potential wear of the pump or elements just
based on WDXREF since the instrument has debatable results of measurements below 10 ppm. In
addition, measurements of particle counts by APC also cause suspicions regarding the number of
solid particles present in the fluid, such as internal (e.g., wear) or ingressed (e.g., dust) particles,
since the APC also causes bias in measurements by mistaking particles with water and air bubbles
present in the fluid. Both WDXRF and APC, alongside with aqua sensor (saturation), did not
suggest an increase in water and particles due to wear in the system.
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Initially, it was hard to establish the presence of contaminant-induced wear, and chemical
degradation of oil since laboratory analysis (see 7.1) did not indicate the two possible outcomes.
Therefore, by using flow and pressure, the inference is that the deviation in the signal can be used
to estimate or detect potential anomalies since timely replacement of filters, oil refillings and oil
replacement caused bias in determining the system health. Therefore, the author hypothesised that
better estimation of the system health, in terms of operational stability, i.e., functional-
productiveness, can be established by proposing markers estimated based on the hydraulic power
delivery from the pump to the actuators, which are derived from pressure and flow monitoring.
Therefore, the first step is to use data discretisation of the HyPower signal (see 7.2.4).

8.1 DATA (PRE)PROCESSING — DISCRETISATION AND FILTERING

Data discretization considers transforming a huge number of data (power signal reading) into
smaller amounts for easier evaluation and management of data. In other words, it considers the
transformation of continuous values into finite set values with minimum data loss, i.e., preserving
the original values as much as possible. For the supervised learning approach, histograms are
usually used to determine the frequency of continuous data by simply plots. This way, one can
inspect the distribution of data, skewness, kurtosis, possible outliers, and other important factors.
Since data of a specific signal consists of a specific set of time for performing a hydraulic cycle, the
data is split into opening-, idle- and closing-saddle positions. All three possible states are then used
to propose different significant and non-significant functional-productiveness markers based on
the labelled states. The following formulas are used to establish markers for detecting signal
anomalies:

Mean (Average) of #» readings of a signal N for specific saddle position and specific cycle:

N_MEAN_XS = =¥™ . N; (8.1)

1
n

where N is amount is the HyPower data readings, 7 reading samples and abbreviation X is saddle
position, where X will be abbreviated as OS = opening saddle, 1S = idle saddle, CS = closing saddle
position.

The standard deviation of # readings of a signal N for specific saddle position and specific cycle:

N_StDev_x§ = Y&i=0° (8.2)

n-1

where X is the average value for a specific finite set of records for a given saddle position at a
specific cycle.

Root mean square (RMS) of 7 readings of a signal N for specific saddle position and cycle:

N_RMS_XS = /%Zi x? 8.3)

First Quartile (1Q) of # readings of a signal N for a specific saddle position and the specific cycle
is determined by ordering a dataset of x elements as x7, x2...x, from lowest to largest, respectively.
By interpolating data points from lowest to largest, we will find the %Qth element if x; is in the
i/ (n+1) quartile. Considering that quartile ranges are established as quartile per cent ranges ate split
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as min, 25%, 50% and 75% and max, then denoting integer part of z by [4], then quartile function
is:

N_nQ_XS =n(Q) = xu) + a(xge+1) — X)) (8.4)

where £ = [Q(n+1)] and @ = Q(n+1)-[Q(n+1)]. Therefore, finding 1st, 2nd, and 3rd quartile, i.e.,
25%, 50% (Median), and 75% #th element we must find #(0.25), #(0.50) and 7(0.75), respectively.
The excel function ,,=QUARTILE.EXC()* with aray and guartile arguments provides an easy way
to extract quartile values, where the values are extracted for all three quartile ranges, including the
interquartile (IQR) range of data spread between 3rd and 1st quartile, and defined as:

N_IQR_XS = N_3Q XS —N_1Q_XS. (8.5)

In addition to quartile ranges and previous formulas, minimum and maximum values are also
calculated via the excel function as a minimum (,=MIN(a72))*) and maximum
(,=MAX (array)) values of given 7 records of a signal N at a specified cycle. Peak to peak interval
value is also calculated by subtracting maximum from minimum values as:

N_P_P_XS = |N_MAX_XS — N_MAX XS] . (8.0)

Skewness is calculated as:

N(o:—5%)3
N_Skew XS = fig = 280" 8.7)

(n-1)-03

where [i3 is skewness as a third standardised moment in statistics; x; is the random zth value, X is
the average calculated value for specific saddle position, # records and NN signal readings. In
addition, to the 3" moment, the 4™ centralised moment, i.e., Kurtosis, is also used and given as:

— Ny —%)3
N_Kurt XS = fi, = YD L0 8.8)

n-2 (n-1)0¢3 °

All calculated values are used for data exploration by calculating all of the markers for each saddle
position ,,regime*.
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8.2 EXPLORATORY DATA ANALYSIS AND FILTERING OF THE FP MARKERS

8.2.1 EXPLORATION OF DATA — OPENING SADDLE POSITION

Investigating the relationship between hydraulic power (-energy) for selecting machine learning
variables in diagnosing the state is done by separating the signal into three main bins: (1) Opening
the saddle (OS); (2) Idle saddle (IS); and (3) Closing Saddle (CS). These three conditions are used

to formulate variables of statistical significance.

Conducting filtering on OS data for eliminating statistically non-significant values (p>0.05), the
results show that variables of “T3”, “T5”, N_IQR_OS, and N_Skew_OS are eliminated. The
heatmap results show that saddle actuator speed time (T3, T4, T5) does not show any correlation
between the variables used for evaluating saddle degradation, in addition to T2 (which could be
associated with proportional valve opening position), idle time of the hydraulic system and load at
the cylinders’ side (Figure 61).
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Figure 61. Correlation heatmap of variables included in the opening saddle position
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In addition, to avoid multicollinearity of data, as it can be observed that mean and median values
are highly correlated with each other and other variables, they need to be removed to obtain good
machine learning prediction performance and reduce bias. After eliminating all of the non-
statistically significant features, the results show that N_Max_OS (Figure 62); N_StDev_OS
(Figure 63); T1 (Figure 64) and N_Median_OS (Figure 65) possess good classification properties.
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Figure 62. Box and whisker plot of N_Max_OS in opening saddle position signal
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Figure 63. Box and whisker plot of N_StDev_OS in opening saddle position signal
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Figure 64. Box and whisker plot of T'1 value in opening saddle position signal
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Figure 65. Box and whisker plot of N_Median_OS value in opening saddle position signal

Reviewing the obtained results of box and whisker plots, it can be seen that the N_StDev_OS
(Figure 63), T1 value (Figure 64) and N_Median_OS (Figure 65) behave as features that have good
mapping properties, i.e., variables that can be used for predicting labels, unlike N_Kurt_OS (Figure
66), N_Skew_OS (Figure 67), N_1Q_OS (Figure 68) and N_Kurt_OS (Figure 69). Since there
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may be inconsistency with data modelling, for the decision between mean and median, additional

PCA for visualisation will be used to establish which variable has better prediction properties.
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Figure 66. Box and whisker of N_Min_OS at opening saddle position signal

154 . .
L™ L4 .
[ ] ) . -
. .
.o S e
104 .
5-
0+ 0... [ ] '83'.'.’..' ” o o
‘v =
c =3
S 2
= L
[}
©
S
0
Original Conc.
30004 .
bl .
[ ]
.
2000+ .
L ]
.
1000 4
[ .® } .
.. e hd
* @0 . .
H | ] '] °
04

None

L)
( ]
L
Quasi-fault 7

Normalized Conc.

104

None T

Quasi-fault

Figure 67. Box and whisker plot of N_HsldleTime_OS at opening saddle position signal
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Figure 68. Box and whisker plot of N_1Q_OS at opening saddle position
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Figure 69. Box and whisker plot of N_Kurt_OS at opening saddle position
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8.2.2 EXPLORATION OF DATA — IDLE SADDLE POSITION

Conducting exploration of IS data, the t-test showed that non-significant (p<0.05) variables are
“Break_Hycycle”, “T27”, “T5”, and N_Max_IS. Based on the rest of the variables obtained, the
results show strong multicollinearity in the variables associated with the idle saddle position of the
signal. In addition, since there are cases with the known prior condition of saddle improvement
(new saddle sensor) and total failure due to saddle sensor detection failure, both sample datasets
are removed as outliers. In addition, it can be seen on the correlation cluster heatmap (Figure 70)
that the presence of multicollinearity must be eliminated from the variables N_3Q_IS, N_IQR,
N_Mean_IS, N_StDev_IS, N_RMS_IS, and N_Kurt_IS with N_Skew_IS. Trial and error are used
to estimate the best possible vatiables that explain most data variation in the samples/features.
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Figure 70. Correlation heatmap of idle saddle position signal variables

Finally, after eliminating all of the non-statistically significant features, the results show that 16
variables are statistically significant for the analysis. Namely, the most significant variable is shown
to be N_1Q_IS (Figure 71), N_Kurt_IS (Figure 73), N_Median_IS (Figure 72), and N_StDev_IS
(Figure 74), in addition to variables of min value, T1 and standard deviation of a signal at closing
saddle position (assumption of multicollinearity).
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Figure 71. Box and whisker plot of N_1Q_IS value of idle saddle position signal
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Figure 72. Box and whisker plot of N_Kurt_IS value of idle saddle position signal
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Figure 73. Box and whisker plot of N_Median_IS value of idle saddle position
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Figure 74. Box and whisker plot of N_StDev_IS value of idle saddle position

After reviewing the previous figures of statistically significant values, which can help improve
prediction, ie., classification results of normal and non-normal (quasi-failure) operating
conditions, the classification will be done accordingly using the proposed FPMs.
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8.2.3 EXPLORATION OF DATA — CLOSING SADDLE POSITION

The marker “Break_hycycle” in all three cases shows no relationship of a break between batch
productions, i.e., turning on and off the hydraulic system and running again. However, it imposes
the question of working temperature influence under the assumption of the negative effect
temperature causes on hydraulic working fluid. However, although temperature causes a
detrimental effect on hydraulic system performance (e.g., viscosity degradation), during the
experimental investigation, the temperature did not cause any effect correlated with any of the
physio-chemical parameters of the fluid. Therefore, breaks do not show a significant relationship
here. As for the correlation, the r coefficient Figure 75 shows associated variables that cluster
together, namely N_Max_CS and N_P-P_CS and N_Skew_CS and N_Kurt_CS (Note: Pearson’s
r coefficient distance), suggesting multicollinearity between the variables. They are then excluded
from the study using trial and error estimation and an additional PCA biplot.
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Figure 75. Correlation heatmap of the closing saddle position signal

Moreover, before visualising data plots using PCA for data visualisation and exploration. The box
and whisker plot is used to evaluate separation effectiveness, i.e., mapping classifiers for
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discriminative purposes. The most significant variables show to be N_1Q_CS (Figure 706),
N_Mean_CS (Figure 77), N_Min_CS (Figure 78), and N_IQR_CS (Figure 79).
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Figure 76. Box and whisker plot of N_1Q_CS at closing saddle position signal
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Figure 77. Box and whisker plot of N_Mean_CS at closing saddle position signal
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Figure 78. Box and whisker plot of N_min_CS at closing saddle position signal
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Figure 79. Box and whisker plot of N_IQR_CS at closing saddle position signal

Although not quite clear changes in different properties of signal data are observed from the
previous figures, in addition, PCA will be used to do exploratory analysis regarding the normal and

quasi-state of operating conditions, i.e., functional-productiveness considering the investigated
PCs.
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8.3 PRINCIPAL COMPONENT ANALYSIS (PCA) FOR DATA EXPLORATION

8.3.1 PCA orF HYPOWER AT OPENING SADDLE POSITION

Investigating the relationship between hydraulic power (-energy) variables in diagnosing the state
is additionally done through an investigation, i.e., data exploration via PCA. First, the features are
standardised to avoid bias and error in estimation (Appendix 13) and then used for data
visualisation. The results are depicted via PCA plots for the first five components (Figure 80). As
it can be observed, the first five components explain 77.8% of data variation, with PC1 and PC2
for about 52.3% of the variation. The second step is to evaluate the PCA biplot (Figure 81) of
suggested principal components for data exploration and re-check and compare with correlation
heatmaps to determine the feature vectors. Additionally, a graphical representation of PCA
components can be used to eliminate variables that impose multicollinearity on the prediction
models or even eliminate outliers.
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Figure 80. PCA results of the first five components for opening saddle

The PCA biplot represents the vector loadings (arrows) and scores (data points or samples) of two
PCs (e.g., PC1 and PC2). Variables explained in the biplot are represented as vectors or arrows,
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while data points or sample identifiers represent the scores. The origin represents the average
values of variables across sample points. As it can be observed, this origin has been centred
(standardised), meaning that both PCs have an origin that is zero. The vector (arrow) length is
directly proportional to the variability of the data included in two PCs. For instance, looking at T2
and HS_idle_time, these two loading vectors contain little information about elements in the first
two PCs. The angle between variables indicates the correlation factor. If the angle between
variables is close to 0°, it shows collinearity (e.g., N_RMS_OS, N_Mean_OS and N_Median_OS),
which the analyst then needs to select one of the three variables (note: must be at the same
direction) for avoiding the multicollinearity. Other instances include if the angle between vectors
is 90°, it shows that both vectors are orthogonal, i.e., lack of or no correlation. The smaller the
angle, the higher; therefore, the correlation is. If, however, the angle is between 90° and 180° (e.g.,
greater obtuse angle), then those variables are negatively correlated (e.g., 180° — »= -1) as in the
case of N_1Q_OS and T2.
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Figure 81. PCA biplot of PC1 and PC2 of hydraulic power data at opening saddle position

Hence, removing variables that induce multicollinearity to the features and sample data
(N_RMS_OS, N_P-P_OS, N_Mean_OS, N_3Q_OS, N_1Q_OS), the seclected variables atre
presented in Appendix 13 and used for ML model selection and validation. However, although
the data with most of the variation is usually used for establishing and labelling, and in the case of
unsupervised learning, used for separating and classification algorithms (e.g., k-Means clustering,
Self-Organizing Maps). In this case, observation of PC1 and PC3 can provide better eigenvalues
(Figure 83) for eigenvectors to be used for classification since they can be observed to have better
discrimination ability than using the first two PCs (Figure 84) even though they provide more
variation, i.e., information about the data from eigenvalues. However, although this thesis uses
PCA for data visualisation and feature exploration, it will not be used for data processing, i.e., data
extraction via Singular Value Decomposition (SVD). Thus, usage of standardised data and feature
extraction and pre-processing will be a task of the future research articles and is beyond the scope
of the thesis. The underlying reasons for not using PCA are explained briefly.
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Figure 82. PCA overall plot after removing collinear variables

Several reasons support the decision not to use PCA. Firstly, loss of data variation (<80%) is
because data samples and features are non-normally distributed; hence, PCA works on a linear
basis of SVD is the most apparent one. That is to say; it measures the linear relationship between
eigenvectors based on Pearson’s correlation factor. Hence, since it is observed that there is an
absence of linearity between variables, it thus requires more components to explain much of the
data variation. To further justify the point, the case that we need as many as six components to
explain 79,6% variation of data is difficult to use for classification since k-means are usually used
for establishing centroids in the 2D vector space. Thus, we will lose as much as 62,3% of the
information (if we consider that PC1 and PC2 explain only 37,7% of data variation). We can
observe that PC1 and PC3 can be used with better discrimination ability than the first two
components (Figure 84). Looking at the 3D plots of components (Figure 85) and their factor
loadings (Figure 86), we can conclude that they are somewhat good discrimination, although with
almost 50% loss of data information. During the writing of the thesis, t-SNE and UMAP non-
linear dimension reduction techniques have emerged, although no papers on the maintenance of
hydraulic systems have been reported and will be a part of future research studies.
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8.3.2 PCA OF HYPOWER AT IDLE SADDLE POSITION

After using the correlation heatmap for feature selection and elimination, data exploration on
idle_saddle position variables is used to check the presence of anomalies and potential data
clustering. Namely, unlike opening saddle position data for the selection of data, it can be observed
from an overall PCA plot that PC1 and any of the following components (PC2, PC3, PC4, PC5)
can be used for classification since it provides good classification ability of healthy and unhealthy
conditions, i.e., Normal and Quasi-failure condition as noted. In this particular state of idle saddle
position, data can be used as an LDA (Linear Discriminant Analysis) algorithm, which is similar
to PCA, however, with the ability for establishing classification and validation of results.

PC1
29.8%

B PC2
14.6 %

R PC 4
105%
Al A a A a
£
s L <
a oo
a

3 PC5 e
& L oo
& 95% -
al |2 A@ A v
F oo
A A I A F®

T T — T T T T T T T T T T 1

4 2 0 2 4 & 8 o 5 10 & 6 4 2 0 2 4

A None A Quasi-fault

Figure 87. PCA overall plot of hydraulic power data at idle saddle position

Observing the PCA biplot of idle saddle position can be seen as low or no collinearity (Figure 88).
In the following, it can be observed that the plot of the first two PCs shows almost excellent
separating properties (Figure 89), and also with a 3D plot of data (Figure 90) and loadings (Figure
91). Although as stated, the point of feature exploration and visualisation for establishing
important features and thus, the selection is the only task of PCA in this thesis.
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8.3.3 PCA OF HYPOWER AT CLOSING SADDLE POSITION

Observation of data from closing saddle position can be observed, as in the previous state, almost
excellent separation, i.e., classification properties of features from a given sample. Namely, the first
three components explain more than 90% of the data (Figure 92), showing the high presence of
linearity between the variables, which can also be observed by the absence of multicollinearity in
the biplot (Figure 93). Data exploration can also observe the low presence of deviation in the data
and outliers. However, considering the previous samples and observation of closing saddle
position, variables of saddle position (rotation speed) do not correlate with the variables.

It can also be observed from the PC1 and PC2 plots of data (Figure 94) good separation of system
conditions. In addition, observing the 3D plot of data (Figure 95) and associated loadings (Figure
96) that the highest factor loadings explain the variation of hydraulic power variables
(N_Mean_CS, N_RMS_CS, N_1Q_CS), while PC2 shows the information of deviation in the
signal (N_StDev_CS). Hence, the PC1 explains the change in the “amplitude” of the HyPower
variable, while the PC2 shows that variation in function.
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Figure 92. PCA overall plot of hydraulic power data at closing saddle position
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8.4 DATA SELECTION AND NORMALIZATION

The last stage of data pre-processing includes integrity check and normalisation. Data
integrity/quality check's main aim is to deal with processes, in this case, the data containing
many peaks, thus eliminating false positive peaks. Data containing outliers and false peaks can
result in false positive or false negative classification results. Therefore, an appropriate variation
reduction must be done for the data to be valid. For instance, data containing stoppages, i.e., total
failure due to failures of components, are eliminated since it is obvious that the classification of
that results cannot be wrongfully predicted.

Considering that thesis is dedicated to modelling appropriate dynamic deteriorating mechanisms,
thus avoiding true positive misclassification, failures will not be used in the thesis. Since no data
was detected in the opening saddle position, all samples were taken for analysis. At idle saddle
position, however, 209 samples were eliminated since the prediction accuracy will presumably be
maximum considering the known fact that total failure has occurred. At closing saddle position,
64 samples were eliminated since it has been known that the sensor for controlling saddle position
is replaced at the time of recordings. This resulted in re-modelling the sensor time for dumping
process mass, creating bias in the final estimation. Consequently, reducing false-negative results.

Data normalization (scaling) considers adjusting data to normality, i.e., ignoring the scale of a
unit of measurement. That is to say, setting the samples to be oriented on a lower level scale. This
procedure is usually important when variables are of different orders of magnitude. Usually, data
standardization (8.9) is used to scale data or other methods like min-max, Pareto scaling, and range
scaling. In this particular case, normalisation of data is done by standardising the dataset as:

X; — X
Xstandardised —

(8.9)
o

No transformations of values (log or square root) are done. There is an important note when using
data normalisation vs standardisation. It can be noted as data normalisation, whether transforming
the data into a ,,Normalized dataset™ or ,,Standardised dataset®, both range values between 0 and
1. However, the standardised dataset will have a mean value of 0 and a standard deviation of 1,
used here in the thesis. The dataset is standardised for all included features and saddle positions
and is depicted in Appendix 13.

The data will be split into a training set (70%) and a testing set (30%). For testing the hypothesis
within the machine learning realm, the parameter of accuracy is chosen for model selection. In
addition, the classification (confusion) matrix for each model will be presented, with ROC and
AUC for the point of discussion. In the following chapter 5 selected machine learning models are
used as hypothesis space:

(1) Gaussian Naive Bayes (GNB) for binary classification;

(2) Artificial Neural Network (ANN) binary classifier with one hidden layer;

(3) Classification and Regression Decision Tree (CART) for binary classification;
(4) Logistic Regression (LR) for binary classification;

(5) k-Nearest Neighbour (kNN) for binary classification.

J . A
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9 MACHINE LEARNING MODELS

9.1 NAIVE BAYES CLASSIFIER FOR HYDRAULIC POWER DATA

Naive Bayes belongs to a group of “generative classification models”. These models compute
classifiers based on the joint probability density function P(X, Y) on set X and target label Y. On
the other side, the discriminative approach or model is built upon the conditional probability
P(Y| X=x) of the target Y given x. Typical examples of generative classifiers are naive Bayes, LDA,
and Boltzmann machines, while discriminative models are kNN, SVM, Decision Trees, Logistic
Regression and other classifiers. The basic idea of the Bayes classifier is to minimize the probability
of misclassification problems. Consider a dataset X and Y used for the classification problem,
where Y'is the classification problem labelled as binary value [0, 1] of X is given as:

XY =u)~P,u=1,2,..k. 9.1)
P, represents the probability distribution, and the symbol ,,~* is “distributed as”. Hence, the
classifier here is a rule that assigns an observation X = x an estimate of an unobserved variable

label Y = . Theoretically, a classifier is a measured function denoted as:
C:RY-{1,2,3 ..k} 9.2)

Where C'is a classifier that classifies the point of x to class C(x), in addition, the probability of
misclassification of C'is defined as:

Pr(C) =P(C(x) #Y). (9.3)

Therefore, the Bayes classifier is the maximum argument of a probability that a given input value
x is classified accordingly to the label output y and is defined as:

CBayeS(x) = argmax P(Y = u|X = .X') (9 4)
ue{1,2,..k} .

In a conditional probability model, Naive Bayes is then represented by a vector x = {x, x2,...,}
consisting of # features (independent) with probabilities of P(Ci| x7, x2,...x,) for each possible
outcome of class C. The problem is described as:

(CPEIC
P(C|x) =2 "p’(’g‘ 3] 9.5)

in simple terms, the model represents:

P(Y = le = (x1; xz le)) =

P(X|Y)P(Y) _ likelihood -prior
P(X) - evidence

(9.6)

Given the equation, it can be understood that Naive Bayes Classifier is Generative Learning
Algorithm. This means that it learns from its prior probability. The prior probability is then
calculated from the input features given known features as:

P(X) = P(X|Yn_1)P(Yn—1) + P(X[Y,)P(Yy) ©.7)

The discretisation of probability is done by transforming x e (xy, x2...x,), where x; is a continuous
value of a variable in a given dataset D, into a new given categorical variable as group G. The
second step includes fitting a known distribution (e.g. normal, Poisson) to given features:

P(X = (5 -6)Y = ) = | | O = mlY = ») 0.9)

Where Y is considered a class of a given label (y), fdenotes the probability density function of a
known distribution, and the product sign [ [ is given considering that features are independent of
each other.
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9.1.1 GAUSSIAN NATVE BAYES CLASSIFIER FOR NUMERIC HYPOWER DATA

Since the Naive Bayes classifier usually uses “naive” probability of, usually, discrete values such as
the probability of an event under a defined binary outcome [None; Quasi-fault], the probability of
such discrete events is called likelihood. The most typical example of a naive Bayes classifier usage
is the classification of spam messages. However, since we are using continuous values, these
probabilities are calculated by Bayes probability. Hence, it is called Gaussian Naive Bayes (GNB).
Since naive Bayes under numeric values assumes Gaussian distribution, the training and testing set
samples are assumed to be normally distributed. Therefore, it is considered a parametric ML model
and works if training and testing data are normally distributed.

The GNB works by calculating each data point and assigning the point to the higher class
probability that it belongs. An example of the classifier is shown in Figure 97 [131]. However, it
should be duly noted that GNB does not use Euclidian distance in the sample (e.g., 2D scatter
plot) but rather the distance from the Gaussian class label distribution mean and variance.
Observing Figure 97, one can easily conclude that both classes [A, B] assume Gaussian normal
distribution. Hence, it calculates the probability of a particular point x; given the proposition that
the same point (x;) belongs to the specific class distribution. Hence, the goal is not to get the
probability of a class, given the training data, but rather the probability of a class given the “new”
test data.

px1A)
The probability
of observing x,

if x came from p(x|B)
the Class A The probability
distribution

of observing x,
if x came from
the Class B
distribution

X
(x—u)lo, (x—up)loy
z-score distance of x z-score distance of x
from Class A from Class B

Figure 97. Gaussian Naive Bayes (GNB) classifier graphical interpretation [131]

The Naive Bayes starts with the probability of training data and only “thinks” that every possible
probability is only under the constraints of training data and treats each input data as independent
from the other. The naiveness in this case of opening saddle suggests that the model “thinks” that
the possible outcome probability of binary events is equal to the training data size for both
outcomes, 52% and 48% for None and Quasi-failure (Table 29), respectively. This probability is
called prior probability. Hence, the initial guess or prior probability of an event “None” is

p(None) = 0.52.
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Figure 98. Histogram of opening saddle data given labels and descriptive statistics

Taking into account all of the associated features x; under the prior probability of p(None):

P(X = (x1,%5 ..xp)|Y = None) = nf(Xi = x;|Y = None) (9.9)
thus the equation would be:
p(x;ly = None) = p(None) -p(HSidletimJNone) -p(N_T1_0S|None) - p(N_T3_0S|None) - ... 9.10)

-p(N_Kurt_OS|None)

hence, we can technically express it as being proportional to the probability that an event is normal
given the variables in the equation:

(p(None) -p(xl-INone)) « p(None|x;) . (9.11)

However, since we assume Gaussian distribution and under such probability, we use numerical
instead of categorical data (e.g., ordinal, nominal); we then must use the /Zkelihood estimation function
instead of probability. Therefore, using the likelihood (/) estimate:

L(x|Y) = R(X|Y) = R(X|w,2) (9.12)
where estimated parameters of both classifiers will need to be approximated as:
pmre = argmax X(X|u, x)
(9.13)

u
Zye = argmax X(X|u, X)
z

thus, avoiding in-depth representation of best values of u and X using calculus (partial derivatives)
and putting in simple terms, the general representation of the MLE for mean and standard
deviation under the Gaussian distribution assumption will be:

1< 1<
2
UmLE =NZ Xn; Mg =N2(xn_ﬂ) . (9.14)
n=1 n=1
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Inputting the into the equation (9.14) will give:

p(x;|None) = p(None) - L(HS;q1e—time|None) - L(T1|None) - L(T3|None) -

9.15
- L(N_Kurt_0S|None) 015
where the likelihood function of a Gaussian distribution is:
1 _(x-p)?
L(u,0%)xq, %5, 0. Xp) =————+€ 202 (9.16)

o-V2m

Hence, the higher probability of an estimate will return the class label.
9.1.2 GAUSSIAN NATVE BAYES ALGORITHM FOR OPENING SADDLE POSITION

The training data set () of a given dataset (D) is split into 70-30 as a rule of umb, i.e., training and
testing; labelled data considers “None” operating conditions 52% of data and 48% of “Quasi-
fault” or degradation-labelled data. All data is split as the stated proportion for training and testing
data in Table 29. The proportion of classifiers or class labels as “None” and “Quasi-fault” is
important since naive Bayes starts with the prior probability and assumes the same probability for
the testing data. Given the data class, the proportion of classifiers of randomly assigned sample
data for training and testing could not be achieved with absolute equality of prior probability.
However, each representation probability of class labels does not cross 2%, except in the opening
saddle regime (Table 30). Besides, later in the analysis, disproportion (6.4%) shows lower
prediction properties of class labels for every ML algorithm and will be a point of further
investigation.

Table 29. Naive Bayes Model Training Summary for Naive Bayes classification algorithm

Properties n_OS Percent n_IS Percemt n_CS Percent
o . None 357 52.0% 355 65.7% 128 20%
perating S@te oy asi-fault 329 48.0% 185 34.3% 512 80%
Valid 686 100.0% 540 100.0% 640 100.0%
Excluded 0 0% 0 0% 0 0%
Total 686 100.0% 540 100.0% 640 100.0%

Table 30. Naive Bayes Model Testing Summary for Naive Bayes classification algorithm

Properties n_OS Percent n_IS Percemt n_CS Percent
Overatine state None 159 54.1% 148 63.8% 73 26.4%
p g Quasi-fault 135 45.9% 84 36.2% 203 73.6%
Valid 294 100.0% 232 100.0% 276 100.0%
Excluded 0 0% 0 0% 0 0%
Total 294 100.0% 232 100.0% 276 100.0%

Looking at Figure 99 and neglecting the presupposition that there are a non-significant proportion
of “None” cases concerning “Quasi-failure” states (4% difference), the other thing is that we
suspect not just from the previous data (e.g., Neural Network) that N_StDev_OS should be one
of the most important indicators, aside from N_Median_OS, and N_Max_OS.
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Figure 99. Histograms of training data predictors at opening saddle regime

The testing data also shows that the best separation can be achieved by looking at the
N_StDev_OS, N_Median_OS and N_Max_OS. Checking the assumption will be done through
the mathematical formulation of GNB. Firstly, we need to establish prior or conditional
probabilities, and these probabilities are calculated from the sample or training dataset. Secondly,
we need prior probabilities of Gaussian distribution of the sample dataset of each feature — mean
and standard deviation. The calculations and the parameters for calculating probabilities and
likelihoods of the testing sample are given in Table 31. The GNB takes the prior probabilities and
likelihoods based on the training set's defined mean and standard deviation parameters. After
collecting data from prior probabilities of None and Quasi-fault states of 52% and 48%,
respectively, and parameters of Gaussian distribution (4, 6°), we can calculate the likelihoods of
the measured parameter to the corresponding probabilities and assign the class of the testing
sample points.

Table 31. Prior parameters of training dataset for opening saddle position

Training Parameter HS_idle T1 T2 T4 Load StDev Med Min Max Kurt
None Mean 195.8 1.62 296 149 22415 501 1546 216 1850 1.34
St.Dev. 226.3 0.15 024 0.21 15.08 0.70 2.80 1.50 1.21  1.00

Q-fault Mean 122,39 150 3.02 140 21873 435 14.05 1.87 17.10 1.22
St.Dev. 14436 0.14 0.18 0.11 14.97 0.65 095 1.60 1.10  0.86

Representing the probability calculations given the prior probability and likelihood functions of
tirst-class Noze:

P(Xi_testINone) = p(None|Training) - L(HS;qie—time—testINome) - L(T1;e5¢|None)
“L(T2;e5c|None) - L(T4sest|None) - L(Load_kg;es:|None)
- L(N_StDev_0S;.s;|INone) - L(N_Median_0S;.s;|None)
- L(N_Min_0S;.s:|None) - LMax;es:|None) - LIN_Kurt_0S;.s;|None)

9.17)

while also calculating the same probabilities and likelihoods of the “Quasi-faulf’ class label:
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p(xi—testlQuaSi - fault)
= p(Quasi — fault|Training) - LIHS;gic—time—tese|Quasi — fault)
* L(T1;pst|Quasi — fault) - L(T2;p5:|Quasi — fault)
* L(T4 o5 |Quasi — fault) - L(Load_kgies: |Quasi — fault) (9.18)
* L(N_StDev_0S;.s:|Quasi — fault) - LIN_Median_0S,.s;|Quasi — fault)
* LIN_Min_0S;¢s:|Quasi — fault) - LIN_Max_0S;.s:|Quasi — fault)
* L(N_Kurt_0S,.s:|Quasi — fault)

where likelihood values of variables assuming Noze state are given for variables:

1 _(38.33-195.8)2
L(HS_idle_timees|lis iaie_timeyqin; Ohs.idie_timegrgi) = 504 Vom e 222637 0.19)
= 0.0013838
r 5 B 1 _(1.52—1.62324—)2 3
(T test 1071 prains TF1irain) = R e e 2014962 = 2.1296 (9.20)
5 B 1 _(3.86—2.95921)2 B
L(T 205t 1172 4y gimi O72erain) = 04898 VIr e 2023592 = 0.00115 (9.21)
5 3 1 _(1.46—1.49329)2 B
L(T4test\ura praini Traeraim) = oaEm v ¢ o = 1.8647 (9.22)
1 _(198.71-224.15)
£(L0ad_kgest|Hroad kg gy Otoad kgyrggy) = 38833 von & 0 = 00064 (9.23)
1 _(5.328-5.0077)*

L(N_StDev_0S; 5| 0% )=———"——-€e 2070132  =(.5125 9.24
( test |N_StDev_0Strqin N_StDev_OStram) 0.8366 - V21 ( )

] 5 1 _(14.97-15.456)°
L(N—Medlan—ostest|HN_Median_OSt,.ain; UN_Median_OStrain) = m e 228027 =0.14 (925)
, 1 _(2.207-2.1592)2
L(N_Mm_ostest|,1N_Mm_05tmin; UN_Min_Ostmin) = m ce” 2149762 = 0.2662 (9.20)
) 1 _(17.719-18.49)2
L(N—Max—ostest|#N_Max_05train; O-N-Max-ostrain) = m e 2:1.1212 = 0.2810 (927)
) 1 _(0.006-1.3435)?
L(N—Kurt—ostest|”N_Kurt_05train; O-N_Kurt_OStmm) = ﬁ e 2:0.99962 = 0.1630 (928)

and finally, inputting that into eq (9.17) of product function, we get:

P(X = (1%, - x)INone) = | | pWomelNomeqan) - £CxilNomerram) )
= 1.83E — 11
doing the same mathematical formulation for the training data assuming a “Quasi-fault” state, we
get:
P(X = (x4, %3 ... xp)|Quasi — fault,qin)

= Hp(Quasi - faultlQuasi — fault (9.30)

train)

: L(xl-IQuasi — faulttmim-ng) = 2.05E — 12

Therefore, since there is a higher probability eq.(9.29), we assign the class label “None”.
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After estimating the parameters and getting the results for classification, the final results are given
in Table 32. As it can be observed, the classification of disturbances, i.e., Quasi-fault state-
provided good prediction properties of training (92%) and testing (87%) data. However, observing
the normal operating state without disturbances, i.e. “None” state, showed poor prediction
properties than the degradational “Quasi-fault” state. Since naive Bayes formulation works on
comparing higher probability in determining class labels assuming Gaussian distribution, data
seems not to follow the distribution assumption. Hence, one of the reasons is that machine
learning classification models need to be tested using non-parametric assumptions of included
parameters.
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Figure 100. Histograms of testing data predictors at opening saddle regime

Moreover, observing the data from the testing set, it can be seen the difference in N_Max_OS and
N_StDev_OS, which would be good for classification properties; however, since many data points
within training data show some extreme values (considering that it showed “peaks” in hydraulic
power regime (opening saddle) that may be caused by the inaccurate readings from the
instruments, disturbances, or false readings, the N_Max_OS value showed the highest variable
importance factor when determining class labels. At the same time, presumably standard deviation,
1.e. N_StDev_OS predictor, also showed 2nd highest importance here but did not as much
influence the results for making false positive or false negative predictions as the N_Max_OS
predictor did. Therefore, training and testing will be conducted on the variables outside the
Gaussian probability assumption.

Table 32. Naive Bayes classification matrix score for opening saddle position

Predicted
Sample Observed None Quasi-fault Percent Correct
None 229 128 64.1%
Training Quasi-fault 26 303 92.1%
Opverall Percent 37.17% 62.83% 77.5%
None 104 55 65.4%
Test Quasi-fault 18 117 86.7%
Overall Percent 33.0% 67.0% 75.2%
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9.2 ARTIFICIAL NEURAL NETWORK CLASSIFICATION MODEL

Artificial Neural Networks (ANNs) are familiar mathematical-statistical computational models
used for prediction, either for regression (single value output) or for classification (discrimination).
The ANN contains the building blocks of nodes and connections between nodes (Figure 101).
Nodes and connections represent an intuitive illustration of how ANN transforms inputs to
outputs through hidden layers. Hence, inputs given to neural networks are called input layers
(x); transformation to outputs or output layers (j) are done via formulation and calculation
through weights (I/") and biases (4). Those weighted sums of input values and their associated bias
are transformed via activation functions (f). Some of the basic mathematical notations in ANN
usually contain, but are not limited to [132], [133]:

- the size of the sample in a given dataset of machine learning (training or testing);
-y Input size of x values; or output size for y values;
- /”: number of units in a hidden /7’ layer.
- X e R™Minput matrix of 7 size of x values and 7 the sample size;
- x7¢ R™ ™ column vector example;
- YeR™Mis the label matrix;
y” ¢ R™: output label of the 7 example;
- W e R™: weight matrix of the /* layer;
- 1" e R: bias vector of the /7’ layer;

- P ¥ predicted output vector.

NODES CONNECTIONS

X5 —
42[ a7[ Ipredlcted
predicted
, 11
i
Xk

)\
a0l
=

elelolol0

Activation functions Calculated weights (w) and
(softmax, ReLU, sigmoid) biases (b)

Figure 101. Artificial Neural Network conceptual explanation for binary classification model
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The activation function is one of the most important components of a neural network. A neural
network is developed based on human learning mechanisms (mimicking brain learning), so the
activation function is built on a similar process from a single computational unit. The learning
phase begins by receiving a stimulus from an environment (inputted values), processing the input
data, and activating function maps or generating output values. The general forward propagation
equation for calculating value at nodes is given as:

a = FO(W, %t +b,) 9.31)

where /" (x) denotes the /’layer activation function; thus, if // is a sigmoid function (similar logistic
regression), then the activation function of a given formula would be:

yt=f(We-xt+b;) (9.32)
where ffunction, in this case, is sigmoid activation function is given as:

e eWxxlth (9.33)
eX+1 e(Wx'xi+bi)+1 )

sigmoid(x) = f(x) =

Therefore, the activation function for a first is given as:
L _ ¢[l (1 _[1-1] Y _ (14 9.34
af = U (zowfa ™ + b)) = 1 (). 9

where | (x, w, b, y) represent the cost function (bias estimate), and typically the cost function is
given as entropy for optimising the performance of ANN as:

JOP%y) = = X yOlog (yPe?®) . 9-35)

Since the thesis uses supervised machine learning simple ANN, Deep learning ANN (DNN) will
not be further analyzed since it is beyond the scope of the thesis. In addition, the ANN prediction
is used on a binary classification problem with one hidden layer. However, future research studies
of the author will be dedicated to the deep neural networks with multiple hidden layers for multiple
classification problems of quasi-faults in hydraulic systems monitoring and comparing energy-
based maintenance parameters and other condition monitoring techniques (from the p-f curve).
The following sub-section provides a practical research problem considering features from data
pre-processing used for ANN classification problems.

9.2.1  ARTIFICIAL NEURAL NETWORK FOR OPENING SADDLE POSITION

Opening saddle position data is divided into 70/30 proportion, i.e., training and testing (Table 33),
since there were no missing values nor biased data as in the case for closing and idle saddle position
(e.g., replacement of sensors) that could potentially cause estimation bias and inaccuracy in
prediction properties, the full data set is used.

Table 33. Model summary for opening saddle position

Data n Proportion
Sample Training 686 70.0%

Testing 294 30.0%
Total 980

All of the input layer data and ANN component models, including many hidden layers, units, type
of activation function for the hidden layer and all of the associated variables and parameters for
the output layer, are given in Table 34.
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Table 34. Neural network information and parameters for opening saddle position

Layers information Covariates and data Value Explanation
1 T1

2 T2

3 T4

4 Load_kg n

Covariates > N_Stc'lev_OS

Input Layer 6 N_Medlgn_OS
7 N_Min_OS

8 N_Max_OS

9 N_Kurt_OS

10 HS_idle_time

Number of Units? 10

Rescaling Method for Covariates Standardized

Number of Hidden Layers 1

Hidden Layer(s) Number of Units in Hidden Layer 12 7
Activation Function Sigmoid

Dependent Vatriables 1 Degradation_OS

Output Layer Nu@be.r of Units. . .2
Activation Function Sigmoid

Error Function Sum of Squares

a. Excluding the bias unit

The training model summary, including computational time and the sum of squared errors (SSE),
is given in Table 35. The training model parameters and activation function are saved for testing
the model on 30% randomly assigned test values.

Table 35. Training Model summary for opening saddle position

Sum of Squares Error 7.547
Percent Incorrect Predictions 1.0%
Training Stopping Rule Used Relative change in training error

criterion (0.0001) achieved
Training Time 0:00:00.04
Dependent Variable: Degradation_OS

The values of associated weights of given parameters in the training model and the bias value are
given in Table 36. The weights and biases are used to test the model prediction properties. The
complete look of a neural network is given in Figure 102.

Table 36. Training parameter estimates for opening saddle position

Predicted
Predictor Hidden Layer 1 Output Layer
H@1:1) H@®2) H®@®3) H®®4) H@®5 H@:6 H®@7) None Quasi-fault
(Bias) -3.290 -.519 1.945 -1.212 -.090 -.058 -2.890
HS_idle_time 3.038 -175 .809 -1.047 -.022 -274 2.739
T1 .665 -911 .034 737 1.216 976 2.568
T2 -.891 .346 -.353 -519 -.881 -.936 -.743
T4 974 -.371 757 .868 .620 126 .807
Input Layer ~ Load_kg n 2.312 -.255 1.768 3.268 .584 473 2.207
N_Stdev_OS 2.829 -4.305 7.294 -6.247 519 293 4.243
N_Median_OS 961 -6.446 1.045 -.543 1.102 1.041 1.765
N_Min_OS 3.615 -2.550 4.999 791 -.282 -416 1.350
N_Max_OS 3.423 -.613 -2.822 -2.839 2.735 5.480 3.010
N_Kurt_OS -418 -.801 3.802 -1.035 -.406 -.647 1.933
(Bias) -.624 434
H(1:1) 4.475 -4.339
H(1:2) -5.210 5.233
. H(1:3 7.935 -7.871
Hidden Layer HEl:4§ 5.41 5.327
H(1:5) -1.215 .885
H(1:6) -2.909 3.273
H(®1:7) 3.885 -3.933
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Figure 102. Multilayer perceptron artificial neural network of opening saddle with synaptic
weights > 0 (blue lines) and synoptic weight < 0 (grey lines) with sigmoid activation function for
hidden layer and sigmoid activation function for the output layer

The most important variable is the standard deviation in signal processing from feature extraction
and prediction of binary class (none and quasi-fault) (Table 37). The standard deviation showed
the highest contribution to predicting a class label, followed by minimum and median values at the
opening saddle position. Therefore, the change in standard deviation can be used as an indicator
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for condition monitoring properties of EBM signal, alongside median and minimum that can be
used for discriminant analysis of machine state.

Table 37. Independent variable importance of ANN at opening saddle position

Variable Importance Normalized Importance

HS_idle_time 0.104 52.3%
T1 0.032 16.1%
T2 0.047 23.5%
T4 0.066 33.0%
Load_kg n 0.046 23.1%
N_Stdev_OS 0.199 100.0%
N_Median_OS 0.127 63.7%
N_Min_OS 0.154 77.5%
N_Max_OS 0.104 52.1%
N_Kurt_OS 0.122 61.1%

The validation of a model is done through test data. The final prediction properties show excellent
prediction, i.e., classification properties of test data. The results show that 98.98% prediction is
achieved from the training data, while little reduced value is given on the testing data of 94.56%
(Table 38). Hence, the model for opening saddle position has shown excellent results.

Table 38. Classification results of Neural Network for opening saddle position

Predicted
Sample Observed .
None Quasi-fault Percent Correct
None 355 2 99.44%
Training Quasi-fault 5 324 98.48%
Overall Percentage 52.48% 47.52% 98.98%
None 151 8 94.97%
Test Quasi-fault 8 127 94.07%
Overall Percentage 54.08% 43.20% 94.56%

Although mostly in practical applications, different activation functions are used (e.g., softmax and
ReLU), the computation of ANN is done in SPSS with multilayer perceptron NN, and the sigmoid
function showed the best prediction properties after the trial-and-error test. However, although
sigmoid showed the best prediction properties, it does necessarily not be concluded that other
activation functions will not perform better in the future. In addition, different outcomes can be
achieved since many different neural networks exist and different optimisation strategies are used
— changes of parameters and hyperparameters. Parameters in neural networks are meant by the
change of weights in an ANN, while hyperparameters include a wide range of changes before the
computation of an ANN. There are a huge amount of optimisation techniques for
hyperparameters. As such, a model hyperparameter is a configuration technique that is ,,outside®
of the model parameters — the number of hidden layers in NN and the variables that determine
the learning rate of an ANN. Usually, changes in hidden layers with regularisation are done to
increase accuracy by adding or removing nodes (,,dropout® regularisation®), thus increasing the
generalisation ,,power" of a model and reducing the overfitting of a model. Although the activation
function ,,Rectified Linear Activation Unit“ or ReLU is gaining significant attention, as an
unwritten rule sigmoid function is used for making binary predictions, while softmax is used for
multi-class prediction problems. Since simple ANN achieves high prediction properties, the in-
depth optimisation will not be done and is beyond the scope of the thesis.
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9.2.2  ARTIFICIAL NEURAL NETWORK FOR IDLE SADDLE POSITION

Monitoring the regime at idle saddle position and eliminating variables associated with sensor
failure are removed since all values (readings) after non-returning the saddle in the initial position
or not performing the cycle is zero. Therefore, the reduced number of training data is » = 540
(Table 39).

Table 39. Case processing summary of training data at idle saddle position

Properties Sample Percentage

Sample Training 540 100.0%
Valid 540 100.0%
Excluded 0

Total 540

Pieces of information regarding the construction of a neural network for idle saddle position are
given in Table 40. Since different positions consist of different variables, it should be noted that
the change of features in different positions affects prediction properties. Ten features are
extracted and used with the sigmoid activation function on hidden and output layers. The resulting
neural network shows 2.013 SSE and 0.4% incorrect predictions in training (Table 41) of the
model.

The number of epochs is 100. This hyperparameter explains the number of times the learning
algorithm worked through an entire training set. One epoch means that each sample updated every
internal model parameter through the training model. The difference between the batch and epoch
in the model's training is that batch represents the number of samples processed before the model
update, while epoch is the number of passes through an entire training set.

Table 40. Neural network information and parameters for idle saddle position

Layer information Sub-layer information Values Features
1 HS_idle_time
2 T1
3 T3
4 T4
. 5 Load_kg n
Covariates
Input Layer 6 N_Stdev_IS
7 N_1Q_IS
8 N_Median_IS
9 N_min_IS
10 N_Kurt_IS
Number of Units? 10
Rescaling Method for Covariates Standardized
Number of Hidden Layers 1
Hidden Layer(s) Number of Units in Hidden Layer 12 7
Activation Function Sigmoid
Dependent Variables 1 Degradation_IS
Output Layer Nu@bgr of Units. . .2
Activation Function Sigmoid
Error Function Sum of Squares
a. Excluding the bias unit
Table 41. ANN training summary at idle saddle position
Data Properties Values
Sum of Squares Error 2.013
Percent Incorrect Predictions 0.4%

Training The maximum number of epochs
(100) exceeded
Training Time 0:00:00.07

Dependent Variable: Degradation_IS

Stopping Rule Used
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Figure 103. Multilayer perceptron artificial neural network of the idle saddle with synaptic
weights > 0 (blue lines) and synoptic weight < 0 (grey lines) with sigmoid activation function for
hidden layers and sigmoid activation function for the output layer

The values of associated weights of given parameters in the training model and the bias value are
given in Table 42. The weights and biases are used to test the model prediction properties. The

complete look of a neural network is given in Figure 103.
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Table 42. Parameter estimates for ANN at idle saddle position

Predicted
Predictor Hidden Layer 1 Output Layer
H(1:1) H@1:2) H@:3) H@®4) H@®:5) H®@®6) H®@:T) None Quasi-fault
(Bias) -1.257 .598 -2.377 124 756 1.120 122
HS_idle_time -178 925 -3.159 3.051 2.239 -429 910
T1 749 2.747 138 .965 1.098 -1.789 -718
T3 -2.409 -1.378 -2.728 -9.774 7.231 1.704 2.851
T4 -.001 1.814 -8.875 1.590 .994 -.539 -5.837
Input Layer ~ Load_kg n 157 2.408 754 462 -3.158 -.769 871
N_Stdev_IS -1.879 -.461 -.824 1.584 -2.579 435 -2.771
N_1Q_IS -1.843 4.925 -1.422 -2.720 7.608 -3.643 -.819
N_Median_IS -1.542 2.618 1.049 -.760 1.975 4.024 6.834
N_min_IS -3.025 3.455 -8.495 734 -4.323 -2.226 097
N_Kurt_IS -.509 4.084 -.281 2.491 3.619 -1.492 4.887
(Bias) 6.414 -6.449
H(1:1) 473 -.485
H(1:2) 7.004 -6.977
. H(1:3 -4.648 4.611
Hidden Layer HEl:4§ 7.927 7.920
H(1:5) 8.173 -8.189
H(1:6) -5.033 5.028
H(®:7) 6.634 -6.652

From feature extraction and prediction of binary class (none and quasi-fault), the most important
variable is the change in the first quartile range in the signal processing (Table 43). The first quartile
(N_1Q_IS) shows the highest normalized importance to the model in predicting the class label,
followed by kurtosis and speed of the actuator response time at idle saddle regime (T4), followed
by again, the standard deviation of the signal.

Table 43. Independent variable importance of ANN at idle saddle position

Variables

Importance

Normalized Importance

HS_idle_time

T1

T3

T4
Load_kg n
N_Stdev_IS
N_1Q_IS

N_Median_IS

N_min_IS
N_Kurt_IS

0.096
0.047
0.116
0.087
0.020
0.115
0.177
0.111
0.106
0.126

54.2%
26.5%
65.3%
49.1%
11.4%
64.8%
100.0%
62.6%
59.6%
71.2%

The change of the 1Q) in the signal processing can indicate the change in the actuatot's response
time and the directional valve's movement. It is questionable whether the quasi-fault can be
associated with the sensor response time (for opening and closing the saddle) or is affected by the
degradation of the directional valve. Besides, a high association with the change of standard
deviation and median values of the signal can indicate the degradation of the hydraulic power drop
and needs to be further investigated for multiclass predictions. Finally, the model shows excellent
prediction properties for binary values (Table 44).

Table 44. ANN classification matrix of results at idle saddle position

Predicted
Sample Observed None Quasi-fault Percent Correct
None 354 1 99.7%
Training Quasi-fault 1 184 99.5%
Overall Percentage 65.7% 34.3% 99.6%
None 146 2 98.6%
Test Quasi-fault 2 81 97.6%
Overall Percentage 64.1% 35.9% 98.3%

114 | Page



9.2.3  ARTIFICIAL NEURAL NETWORK FOR CLOSING SADDLE POSITION

After initial data exploration and elimination of selected features, the rest of the features at the
closing saddle position have been initialized for binary prediction in the neural network. However,
there were cases where the system stopped (total failure) due to sensor failure and replacement;
the same samples were removed from the analysis. Therefore, unlike previous samples, 640
samples are used for training Table 45.

Table 45. Case processing summary of training data at closing saddle position

Properties N Percent

Sample Training 640 100.0%
Valid 640 100.0%
Excluded 0

Total 640

Same as the cases with the previous two neural network training conditions, parameters from the
model are represented in Table 46. All three use defined variables set before initialisation with the
sigmoid activation function for hidden and output layers.

Table 46. Neural network information and parameters for closing saddle position

Layer information Sub-layer information Values Properties
1 T2

2 T3

3 T4

4 Load_kg n

5 N_Stdev_CS

Covariates 6 N_Mean_CS

Input Layer 7 N_RMS_CS
8 N_1Q_CS

9 N_IQR_CS

10 N_Min_CS

11 N_Skew_CS

Number of Units? 11

Rescaling Method for Covariates Standardized

Number of Hidden Layers 1

Hidden Layer(s) Number of Units in Hidden Layer 12 8
Activation Function Sigmoid

Dependent Variables 1 Degradation_CS

Output Layer Nur.nbe.r of Units. . .2
Activation Function Sigmoid

Error Function Sum of Squares

a. Excluding the bias unit

The summary of processing time and 100 epochs for training the data are represented in Table 47.
However, although the stopping rule was the same, the time for training the last network took 14
sec, doubling the second training and tripling the first training network. The PC used for training
is Inter(R) i3-4170 3.7GHz, 8 GB RAM, Nvidia GeForce GT 1030 graphics. After the training
was done, SSE was 10.384 with 1.6% incorrect predictions with 100 epochs reached.

Table 47. ANN model summary at closing saddle opening position

Properties Information Values
Sum of Squares Error 10.384
Percent Incorrect Predictions 1.6%
Training The maximum number of epochs

Stopping Rule Used (100) exceeded

Training Time 0:00:00.14
Dependent Variable: Degradation_CS
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Figure 104. Multilayer perception artificial neural network of the closing saddle with synaptic
weights > 0 (blue lines) and synoptic weight < 0 (grey lines) with sigmoid activation functions
for hidden and output layers using features for the closing saddle regime

The values of associated weights of given parameters in the training model and the bias value are
given in Table 48. The weights and biases are used to test the model prediction properties. The
complete look of a neural network is given in Figure 104.
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Table 48. Parameter estimates ANN at closing saddle position

Predicted
Predictor Hidden Layer 1 Output Layer
H(1:1) H1:2) H1:3) H(1:4) H@1:5) H1:6) H1:7) H(1:8) None Quasi-fault
Input  (Bias) 4199 0175 1436 -3.106 0975 2806 0.702 0.736
Layer T2 0.153  0.537 0.851 0.497 -1580 -0.224 0.414 1.245
T3 0.299 -2.387 0.764 -1.944 -2538 0.081 -0432 0.639
T4 0.079  1.591 -0.083 -0.020 -1.000 1.374 -0.156 -0.540

Load_kg n 0.228 -5.477 -0.212 7.761 -5.605 -1.957 1.802 1.976
N_Stdev_CS 1361 -0.743 1.002 -2.986 -2.157 4.978 -4.355 -0.918
N_Mean_CS -2.907 -1.246 -1.521 4.622 -1.050 -3.495 1.684 -7.179
N_RMS_CS -1.652 -1.925 -0.782 2251 -2714 -0.417 -0.814 -5.931
N_1Q_CS -0.446  -4.257 -2.621 0.702 -4.686 1.116 -0.451 -1.633
N_IQR_CS 0553 3.019 1.653 2172 2594 0296 -0.230 -2.953
N_Min_CS  -2.060 -3.250 -1.673 1.976 -2.837 -1.946 0.780 -1.756
N_Skew_CS 2993 0451 0285 1203 2621 -1.392 2393 2512

Hidden (Bias) 0.119 -0.123
Layer 1 H(1:1) -5.734 5.704
H(1:2) 4.805 -4.814
H(1:3) -4.234 4.216
H(1:4) 7.780 -7.803
H(1:5) 6.055 -6.061
H(1:6) -5.765 5.730
H(1:7) 4.253 -4.270
H(1:8) -8.319 8.322

As presented in Table 49, the most important features for predicting are median, minimum value,
and standard deviation. It is important to conclude that standard deviation marks the presence of
importance for making predictions in all three cases. As it can also be observed by box and whisker
plots, each sample can be improved by changing the activation function considering all of the
previous variables. It can be concluded that most of the models can be attributed to factors that
cause deviation in a signal, along with a change in minimum values and mean values. Hence, indeed
the functional-productiveness of a system can be associated with variables for monitoring the
performance of standard deviation and mean values. Finally, the overall performance of an ANN
model at the closing saddle position shows somewhat reduced performance on testing data by
showing a 75.3% prediction of a normal operating state.

Table 49. Independent variable importance of ANN at closing saddle position

Variables Importance Normalized Importance

T2 0.043 21.6%
T3 0.067 33.2%
T4 0.026 12.9%
Load_kg n 0.043 21.3%
N_Stdev_CS 0.162 81.0%
N_Mean_CS 0.200 100.0%
N_RMS_CS 0.127 63.6%
N_1Q_CS 0.019 9.4%
N_IQR_CS 0.050 25.0%
N_Min_CS 0.186 93.1%
N_Skew_CS 0.077 38.3%

Table 50. ANN Classification matrix at closing saddle regime

Sample Observed None Quasi-fault Percent Correct
None 118 10 92.2%

Training Quasi-fault 0 512 100.0%
Overall Training Percentage 18.4% 81.6% 98.4%
None 55 18 75.3%

Test Quasi-fault 4 199 98.0%
Overall Testing Percentage 21.4% 78.6% 92.0%
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9.3 DECISION TREE ALGORITHM FOR BINARY CLASSIFICATION

A decision tree is a non-parametric supervised learning algorithm that can be used both for
prediction properties, of which prediction includes — classification and regression. Since the goal,
in this case, is to distinguish between operating states, the algorithm is used for classification. In
addition, the algorithm, just like naive Bayes, can be used both for numerical and categorical
classification. The algorithm consists of elements — nodes and leaves. The starting point of the
algorithm is the root node, while every other node is called an internal node. The tree builds until
it reaches a node without the need or inability to separate more. The final nodes that the algorithm
reaches for making decisions are called leaves. The first separation is done to the internal nodes
from the root node, and the algorithm keeps track of the separation. Looking at the algorithm and
its classification characteristics, one may conclude that it behaves like an “IF-ELSE” algorithm,
which is true because it does separation based on logical terms. However, the algorithm includes
elements of impurity or entropy for selecting top nodes. The impurity determines which variable
has the lowest impurity that can be used as a ‘parent” node. There are different ways to model the
impurity, but the most common one used is called GINI impurity (1s).

I =1- 7:1 p]z, or specifically
Ig =1=P(Yap)? = P(Yea)?

given that both resulted classifications (yab; yea) consist of resulting classification y; = {x. ; x;} and
yi = {x:.; xs}. Hence, going from the raw dataset to the decision tree, we first did the selection of
the top node (root) by calculating the weighted Gini impurity score for each array of an exploratory
variable. Each variable's best score of Gini impurity is then compared, and the lowest score is set
as the top (root) node. Hence, for every variable the classification is done, the values are
represented for each accuracy and wrong classification (Figure 100).

(9.36)

Root
node
True/False True/False
n2 x Classify n<x

Ya= X2 ¥b = Xp

Node Node
2
True/False True/False True/False
True/False n> % n> x n<x
n < x Classify i2 13 Classify = i
Yi = Xa3 Yk = Xp Vi = Xa5 Yk = Xp
y Node Node
eaf 3 4
True/False True/Fals
Classify < . Classify e/ ) * True/False Classify True/False
_ _ n = X _ - n> xj» n > X4 _ - n< Xi141
yn=0;yp =1 Vi = Xa3 Yk = Xp Yi = Xa3 Yk = Xp

Figure 105. Graphical representation of decision tree algorithm
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Calculating Gini impurity for the given variable x is done as:

_ a \? b 2

lor, =1-(55) - G ©-37)
_ c )2 d N2

lor, =1~ (52) — G> ©-38)

where we get initial GINI impurity; however, since we usually do not pose the same amount of
classification data N(a, b) # N(c, d), then we need to calculate the weighted average:

weighted (I, ) = (o)  Ig, + (o) oy 9.39)

a+b+c+d a+b+c+d

and we select the minimum weighted Gini as min{Weighted(GINLq):} as the root node. Following
the root node, we need to calculate the weighted Gini impurity for the rest of the nodes until we
use all the nodes to classify the input labels or when the node reaches the lowest score, so we do
not need to separate nodes anymore. If we are considering numeric data, we first need to rank data
of all variables, where after rankings, we need to calculate the Gini impurity between each point
(in array) of a given sample. We then find weighted Gini impurity for every point in a given array
of variable X;and set it as the root node. The perfectly separate leaves, i.e., containing only 1 class,
are called pure leaf nodes in the final /eaf nodes. Latching on the same outcome, the resulting entropy
is the lowest (entropy = 0), meaning that information gain, i.e., the probability of finding a precise
label class, is maximum. A decision tree as a machine learning algorithm “learns” by finding an
optimum solution by establishing either minimum Gini impurity or minimum entropy:

Iy = z —p; - log (p;) (9.40)

where p is the probability of a given state, 7 = [1,0]. The model aims to find the state where it
achieves maximum information gain because entropy measures information contained in a state.
Let’s say that we select the node as having equal probability (p(y=2)=0.5 and p(y=b)=0.5), the
entropy is then 1. Since the decision tree uses gini impurity or entropy () for estimating information
gain, it is usually called a greedy algorithm.

\ x, Min(E(X,)
S\ ®) f—
N 7 /o
) - A
Y\
Output lIabel Output Iabel

b

a ¢

L None } LQ///JJ/}[}/////} [ None } LQ///M/}M////}
d

Figure 106. Selection of a node based on minimum entropy
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9.3.1 DECISION CART TREE FOR OPENING SADDLE REGIME

Decision tree classification is conducted via the IBM SPSS platform. The selection of the growing
method for the decision tree is CRT or usually called the CART (Classification and Regression
Tree) method. Since decision trees, like almost every other ML algorithm, can be used for
regression and classification, they are used for classification on all three saddle positions. Given
the parameters in Table 51, the tree automatically built five trees, i.e., five nodes in the tree with 3
terminal nodes of 2 levels of depth. The two most important variables for making decisions in
classifying the layers split are N_Median_OS and N_StDev_OS.

Table 51. Parameters and variables for decision tree at opening saddle position

Content Input parameters Variables and values
Growing Method CRT

Dependent Variable Degradation_OS

HS_idle_time, T1, T2, T4, Load_kg n,

Independent Variables N_Stdev_OS, N_Median_OS, N_Min_OS,

Specifications N_Max_OS, N_Kurt_OS
Validation None

Maximum Tree Depth 5

Minimum Cases in Parent Node 100

Minimum Cases in Child Node 50

N_Median_OS, N_Max_0OS, N_Min_OS,

Independent Variables Included N_Stdev_OS, T2, N_Kurt_OS, HS_idle_time,

T1, Load_kg n, T4

Results Number of Nodes 5
Number of Terminal Nodes 3

Depth 2

Following that, the parent node N_Median_OS showed the highest improvement of the tree
decision (node separation) due to the lowest impurity; the second level of improvement is
N_StDev_OS (Table 49), which is not the case in the GNB and ANN model that selected
N_Max_OS and N_Min_OS values instead of N_Median_OS, respectively. The underlying reason
is that, unlike the GNB model, the DT-CART is a discriminant model and does include the
parameters of Gaussian assumption as GNB does (generative); however, ANN, in this case, is also
discriminative but uses mapping the outputs based on the entropy of X parameters.

Table 52. Table of surrogates of variables at opening saddle position

Parent Node Independent Variable Improvement Association
Primary St_N_Median_OS 0.349
St_N_Max_OS 0.129 0.533
St_N_Min_OS 0.131 0.506
St_N_StDev_OS 0.154 0.422
0 St_T2_OS 0.041 0.292
Surrogate St_N_Kurt_OS 0.043 0.256
Stand_HS_Idle 0.067 0.241
St_T1_OS 0.062 0.235
St_Load_kg_OS 0.055 0.226
St_T4_OS 0.040 0.145
Primary St_N_StDev_OS 0.052
St_N_Kurt_OS 0.016 0.586
St_N_Min_OS 0.024 0.276
St_T1_OS 0.017 0.276
1 St_N_Median_OS 0.028 0.207
Surrogate St_Load_kg_OS 0.043 0.207
St_N_Max_OS 0.031 0.190
St_T2_OS 0.007 0.172
Stand_HS_Idle 8.374E-5 0.103
St_T4_OS 0.005 0.034
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Figure 107. Decision tree of training sample at opening saddle position

Although decision trees depth can be increased to increase the model fit, however, in that case,
overfitting can cause bias in getting appropriate results in achieving “optimal” classification with
testing results. In order to avoid overfitting, the algorithm provides a classification tree with
somewhat reasonable growth. Pruning is a method of data compression of this type of search
algorithm to reduce the size of the decision tree, i.e., improving predictive accuracy by reducing
overfitting. The pruning was not used in this case since the results show good predictive accuracy,
and the error does not suggest an increased error of prediction accuracy.
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The results of a model are shown in Table 58. The classification suggests increased bias in
predicting the normal operating “None”; however, increased variance and error in prediction
suggest the presence of bias, i.e., overfitting in predicting the presence of quasi-fault operating
state or anomaly in prediction. The accuracy of a model shows reasonable good prediction
properties; however, compared to the previous methods, a model shows a slight bias in mapping
inputs to outputs given the parameters of a model in comparison to ANN. However, the model
outperforms GNB since, as suggested, the model is a non-parametric algorithm, unlike GNB.

Table 53. Classification results for decision tree for opening saddle position

Sample Observed None Quasi-fault Percent Correct
None 352 5 98.6%
Training Quasi-fault 38 291 88.4%
Overall Percentage 56.8% 43.1% 93.7%
None 150 9 94.3%
Test Quasi-fault 19 116 85.9%
Overall Percentage 57.5% 39.5% 90.5%

Investigating the importance of variables given operating conditions and a hydraulic power system
shows that for diagnostic purposes of hydraulic power deviation or detecting the presence of an
anomaly in operation, it can be seen that the change can follow degradation in N_Median_OS

properties (Table 54).

Table 54. Independent variable importance at opening saddle position for CART tree

Independent Variable Importance Normalized Importance

St_N_Median_OS 0.377 100.0%
St_N_StDev_OS 0.206 54.5%
St_N_Max_OS 0.160 42.5%
St_N_Min_OS 0.155 41.0%
St_Load_kg_OS 0.099 26.1%
St_T1_OS 0.079 20.8%
Stand_HS_Idle 0.067 17.7%
St_N_Kurt_OS 0.059 15.5%
St_T2_OS 0.048 12.6%
St_T4_OS 0.046 12.1%

The overall conclusion of degradation of the system state would be reasonably precise as a long
term observation of degradation of the system since the median is robust to the presence of
outliers. However, monitoring the system in close ,,proximity“would cause an error in a small
portion of the time estimate, which is important for a timely reaction to the deviation. This includes
being prepared for the deviation, removing the deviation's potential cause, and responding
adequately. Hence, if we consider sequencing the operating condition of a system on, let us say, a
weekly basis, it would raise significant suspicion about the validation of a model. Therefore,
N_StDev_OS would be a much more adequate variable for detecting anomalies; however, further
data must be collected and tested to support such suspicions.

122 | Page



9.3.2 DECISION CART TREE FOR IDLE SADDLE REGIME

Observing the working regime under which the system is at the idle state of operation, the system's
performance in determining functionally productive and non-functionally productive is measured
by various latent factors extracted from hydraulic power delivery. However, although the system
provides significant information regarding the state of specific components, the most common
fault that led to the system's failure and the stoppage was sensor degradation and, ultimately,
failure. Therefore, since significant information provided from such a state of degradation and
quite an obvious signal classification (I = 0), all the values recorded led to the total failure (xi =
0) are outliers and removed from the system. However, the rest of the factors included are
represented in Table 55.

Table 55. Parameters and variables for decision tree at idle saddle position

Content Input parameters Variables and values
Growing Method CRT

Dependent Variable Degradation_IS

HS_idle_time, T1, T3, T4, Load_kg n,

Independent Variables N_Stdev_IS, N_1Q_IS, N_Median_IS,

Specifications N_min_IS, N_Kurt_IS
Validation None

Maximum Tree Depth 5

Minimum Cases in Parent Node 100

Minimum Cases in Child Node 50

N_1Q_IS, N_Median_IS, N_min_IS,

Independent Variables Included N_Kurt_IS, Load_kg n, HS_idle_time,

Results N_Stdev_IS, T4, T1
Number of Nodes 3

Number of Terminal Nodes 2

Depth

1

Observing the dependent predictors (variables) that are included in making the classification model
(Table 56) shows that the most important predictor of degradation is N_1Q_IS, followed by
N_Min_IS, N_Kurt_IS and N_Median_IS (Table 57). The model uses N_1Q_IS at the idle
position for detecting anomalies as boundary (standardised value) between (-0.3805] and [-0.3805),
in which prediction properties show around 94.4% accuracy for both labels (Table 58).

Table 56. Independent variable importance at idle saddle position for CART tree

Independent Variable Importance Normalized Importance
N_1Q_IS 0.328 100.0%
N_min_IS 0.163 49.6%
N_Kurt_IS 0.148 45.2%
N_Median_IS 0.133 40.5%
Load_kg 0.104 31.6%
N_Stdev_IS 0.062 18.8%
HS_idle_time_IS 0.051 15.4%
T4 0.026 7.8%
T1 0.005 1.6%
Table 57. Table of surrogates of variables at idle saddle position
Independent Variable Improvement Association
Primary N_1Q_IS 0.328
Surrogate N_Median_IS 0.133 0.471
N_min_IS 0.163 0.330
N_Kurt_IS 0.148 0.325

NOTE: Threshold for improvement 0.1.
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Figure 108. CART tree for idle saddle position

Although prediction accuracy for binary classification shows excellent results, the point that needs
to be further analysed is the separation of labels. As mentioned, a lot of quasi-fault samples were
removed from the analysis. It shows the 64%/36% data points of training and testing samples
with defined labels, which suggests that this data showed better performance overall on training
and testing of quasi-faults since the same accuracy is achieved with a lower amount of data.
Therefore, the classification of data points is questionable since the almost double amount of data
was included for training and testing samples with a normal operating state. Furthermore, it is also
important to emphasise the bias and variance of the model since the functional-productiveness of
a model has not been tested in real working conditions taking into account that only one variable
was needed to predict with 94% accuracy.

Table 58. Decision Tree classification score for idle saddle regime

Sample Observed None Quasi-fault Percent Correct
None 334 21 94.1%

Training Quasi-fault 15 170 91.9%
Overall Percentage 64.6% 35.4% 94.38%
None 143 5 96.62%

Test Quasi-fault 8 76 90.48%
Overall Percentage 62.93% 34.05% 94.40%
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9.3.3 DECISION CART TREE FOR CLOSING SADDLE REGIME

Finally, using all of the variables associated with the closing saddle regime, the decision tree needed
to be extended to 4 terminal nodes, including three depths of decision layers and seven nodes
(Figure 109). After using trial-and-error, the best performance was achieved as presented with the
variables in Table 59. It is shown that N_IQR_CS is the most important variable here used for
separation of degradational performance in detecting FP conditions, followed by N_RMS_CS and
N_Load_CS. However, the results stress that only 14% of training data was used to build the
model, whereas 86% of training data was used to build a model. It is, therefore, shown that the
prediction accuracy of a model is drastically reduced in terms of a normal operating state of 60%
within testing data, while over 99% accuracy was achieved in training and testing data of a model
closing saddle regime. From the start of the experiment until the finish, the most common
degradation was followed by sensor deviation, actuator response time in the returning position
and significant degradation of cylinders in terms of speed, which can also be noticed by observing
the signal itself. Therefore, much more degradation at the higher workloads. It can be observed
that at a higher pressure and required flow, the degradation was extreme in certain situations,
especially at the end of the experiment, which led the author to suspect that the pump was worn
out—especially considering the peaks of Fe and Cr, however, without increasing over ten ppm,
since filters were doing a good job of eliminating wear elements.

Table 59. Parameters and variables for decision tree at opening saddle position

Properties Specifications Values and explanation
Growing Method CRT

Dependent Variable Degradation_CS

T2, T3, T4, Load_kg n, N_Stdev_CS,

Independent Variables N_Mean_CS, N_RMS_CS, N_1Q_CS,

Specifications N_IQR_CS, N_Min_CS, N_Skew_CS
Validation None

Maximum Tree Depth 5

Minimum Cases in Parent Node 100

Minimum Cases in Child Node 50

N_IQR_CS, N_1Q_CS, N_Min_CS,

Independent Vatiables Included N_Stdev_CS, N_Mean_CS, N_Skew_CS, T3,

Results Load_kg n, T4, T2, N_RMS_CS
Number of Nodes 7

Number of Terminal Nodes 4

Depth 3

Moreover, it should also be emphasised that without the support of elemental analysis, which was
conducted propetly, however, WDXRF results showed no significant deviations of Fe and Cr and
are unable to be used validity since the resolution of detection need to be higher than 10 ppm in
order for the results to be valid, due to the sensitivity of XRF spectrophotometry.

Table 60. Classification matrix score for decision tree at closing saddle position

Predicted
Sample Observed )
None Quasi-fault Percent Correct
None 89 39 69.53%
Training Quasi-fault 2 519 99.62%
Overall Percentage 14.02% 86.0% 93.68%
None 44 29 60.27%
Test Quasi-fault 1 201 99.51%
Overall Percentage 16.67% 72.83% 89.13%
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Figure 109. CART Ttree for closing saddle position

126 | Page




9.4 LOGISTIC REGRESSION

A logistic regression model or /logistic unit (logit) model is a probability model that models input
parameters (x;) and provides an output probability value modified according label value (y: R =
{1, 2,... £}). Modifying it is meant that with given inputs, the model provides a probability value
fx) = {0, 1}, where class labels are set based on the probability boundaries. The thesis provides
the usage of binary classification using the logit function. In a binary logistic regression model, the
dependent variable y is categorical, defined as None and Quasi-fault. Input predictors or
independent variables can be used both as binary variables or continuous variables, where the
corresponding probability can be any value between 0 and 1, which are set for the operating state
depending on the threshold as {None = 0; Quasi-fault = 1}.

Mathematically speaking, the logit function is given as:

logit(p) = In (1%;) =By + P1x ... Bix + &, (9.41)

where the probability of xis given as:

1
p(x) = —== (9.42)
1+e ¢

where ¢ is the location parameter (cutoff point of the curve), and ¢ is the scale parameter. Setting
the equation with intercept and coefficient according to known regression notation using f:

1

P(¥) = T=GerEie (9.43)

where ) = -¢/€, known as intercept and §; = 1/Z is the coefficient for given vatiable x. Hence, to
solve logistic regression, we need to eliminate the natural logarithm in eq (9.43) as:

1’_';10 = ePothux (9.44)
using simple algebra:
p = ePothix (1 —p), (9.45)
distributing:
p = ePothix _ ghothrx .y (9.46)
moving to the left-hand side:
p+ eBotBix . p = eBotBax , (9.47)
factoring the equation, we get:
p(1 + ePothrxy = gho+hrx (9.48)

to get the final probability estimation as:

eﬁ0+B1x
p=—— (9.49)
1 4 eBotBix
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9.4.1 LOGISTIC REGRESSION FOR OPENING SADDLE POSITION

A logistic regression model was created, and coefficients (£) with constant (fy) are given in Table
61. The influence and significance of each variable can be concluded based on the Wald test. The
Wald test suggests whether the exploratory variable in a model (predictor) affects or adds value to
the model. It can be said that the parameters with low values ~ zero can be deleted without much
effect on the model. The model is represented as given in Table 61.

Table 61. Variables in the equation of LR for opening saddle position

Properties B S.E. Wald df Sig. Exp(B) 95% Lower 95% Upper

Step 1*  HS_idle_time -0.305 0.167 3.339 1 0.068 0.737 0.531 1.022
T1 0.290 0.285 1.034 1 0.309 1.336 0.764 2.337
T2 1.334 0.359 13.791 1 <0.001 3.796 1.878 7.675
T4 -1.085 0.339 10.225 1 0.001 0.338 0.174 0.657
Load_kg n -1.640 0.306 28.813 1 <0.001 0.194 0.107 0.353
N_Stdev_OS -14.079 1.700 68.552 1 <0.001 0.000 0.000 0.000
N_Median_OS -2.177 0.388 31.495 1 <0.001 0.113 0.053 0.243
N_Min_OS -9.703 1.184 67.152 1 <0.001 0.000 0.000 0.001
N_Max_OS -0.276 0.268 1.062 1 0.303 0.759 0.449 1.283
N_Kurt_OS -6.312 0.757 69.460 1 <0.001 0.002 0.000 0.008
Constant -0.148 0.260 0.323 1 0.570 0.863

a. Variable(s) entered on step 1: HS_idle_time, T1, T2, T4, Load_kg_n, N_Stdev_OS, N_Median_OS, N_Min_OS, N_Max_OS,
N_Kurt_OS.

Although the model shows the highest accuracy considering the threshold of 0.52 (Table 62) for
classification, the overall resulted function with testing data shows a discrepancy with the
prediction accuracy of normal operating conditions.

Table 62. Logistic regression formulation and parameters at opening saddle position

Properties Model parameters and values
logit(P) = log(P / (1 - P)) = -0.148 - 2.177 N_Median_OS -
14.079 N_StDev_OS - 9.703 N_Min_OS - 0.276 N_Max_OS
+ 0.29 T1 - 0.305 HS_Idle + 1.334 T2- 1.085 T4 - 1.64
Load_kg - 6.312 N_Kurt_OS

Best threshold (cutoff) 0.52

Original label None/Quasi-fault Logistic regression label: 0/1

Model equation

The ROC characteristics show good prediction properties of a model, where AUC shows a
threshold of 99.2% with training data, with 98.7% with 10-fold-cross-validation (Table 63).
However, observing a model under test conditions shows that the overall accuracy of a model is
only 86.8% (Table 64); even though the model shows good prediction properties in training (Figure
110), however, the results are questionable in terms of practical (test) validity (Figure 111).

Table 63. Performance of a model at opening saddle position

Property AUC Sensitivity Specificity
Training/Discovery 0.993 (0.992 ~ 0.994) 0.957 (0.950 ~ 0.965) 0.965 (0.959 ~ 0.971)
10-fold Cross-Validation 0.987 (0.979 ~ 0.995) 0.954 (0.954 ~ 0.977) 0.955 (0.934 ~ 0.977)

Table 64. Classification matrix for logistic regression at opening saddle position

Sample Observed None Quasi-fault Percent Correct
None 338 12 96.6%

Training Quasi-fault 19 317 94.3%
Overall Percentage 52.0% 48.0% 95.5%
None 133 12 91.7%

Test Quasi-fault 27 124 82.1%
Overall Percentage 54.1% 45.9% 86.8%

a. cutoff value at 0.4
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9.4.2 LOGISTIC REGRESSION FOR IDLE SADDLE POSITION

The following variables are established for LR classification (Table 65). Although variables like
HS_Idle_time; T1; Load_kg n; N_Median_IS; N_min_IS; can be excluded from the equation
(Table 60), they do not affect the final results given the state of the idle position; they are preserved
for the sake of comparison between the models. Furthermore, observing the variable importance
for LR idle saddle, the results suggest the most important variables are N_1Q_IS, N_StDev_IS
and T3. It is reasonable that time for returning to the initial state T3 has an impact; the discrepancy
of hydraulic power (effect of flow deviation) can be associated with 1QQ and StDev degradation,
thus measuring the flow change deviation.

Table 65. Variables in the equation for idle saddle position

Properties B S.E. Wald df Sig. Exp(B)
Step 1 HS_idle_time 1172 1117 1.102 1 0.294 0310
T1 -0.184 0.331 0.310 1 0577 0.832
T3 2,621 0.788 11.055 1 <0.001 0.073
T4 -0.606 0.489 1.533 1 0216 0.546
Load_kg_n -0.009 0.326 0.001 1 0.979 0.991
N_Stdev_IS 1.666 0.382 18.994 1 <0.001 5.289
N_1Q_IS -5.936 0.980 36.689 1 <0.001 0.003
N_Median_IS 0.028 0.464 0.004 1 0.952 1.028
N_min_IS -0.145 0.244 0.351 1 0.553 0.865
N_Kurt_IS 1121 0.409 7.520 1 0.006 0.326
Constant -3.883 0.728 28.477 1 <0.001 0.021

a. Variable(s) entered on step 1: HS_idle_time, T1, T3, T4, Load_kg n, N_Stdev_IS, N_1Q_IS, N_Median_IS, N_min_IS,
N_Kurt_IS.

Table 66. Logistic regression formulation and parameters at idle saddle position

Model parameters and values
logit(P) = log(P / (1 - P)) = -3.883 - 5.936 N_1Q_IS + 0.028
N_Median_IS - 1.121 N_Kurt_IS - 0.145 N_min_IS + 1.666
N_Stdev_IS - 1.172 HS_idle_time_IS - 0.009 Load_kg -
0.606 T4 - 0.184 T1 - 2.621 T3
0.41
Logistic regression label: 0/1

Properties

Model equation

Best threshold (cutoff)
Original label None/Quasi-fault

The final classification results show that, unlike GNB and Decision CART tree, they show high
accuracy on training (Figure 112) and testing data (Figure 113), although little underscored in
comparison to ANN (Table 67). It can be concluded that degradation resembles a somewhat
exponential (or Weibull) degradational pattern since data behaves as non-parametric and non-
linear classification; therefore, it needs to be used. The final performance of a model shows around
96% accuracy with 10-fold-cross validation (Table 68).

Table 67. LR Classification matrix for idle saddle position

Sample Observed None Quasi-fault Percent Correct
None 345 10 97.2%

Training Quasi-fault 7 178 96.2%
Overall Percentage 65.2% 34.8% 96.9%
None 146 2 98.6%

Test Quasi-fault 6 78 92.9%
Overall Percentage 64.2% 34.5% 96.6%

a. cutoff value at 0.5

Table 68. Performance of a model at idle saddle position

Property

AUC Sensitivity

Specificity

Training/Discovery
10-fold Cross-Validation

0.995 (0.994 ~ 0.996)
0.990 (0.983 ~ 0.997)

0.980 (0.973 ~ 0.987)
0.968 (0.968 ~ 0.993)

0.966 (0.960 ~ 0.972)
0.949 (0.926 ~ 0.972)
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Figure 112. Logistic regression training classification at idle saddle position
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Figure 113. Logistic regression classification score of testing data at closing saddle position

131 | Page



9.4.3 LOGISTIC REGRESSION FOR CLOSING SADDLE POSITION

Reviewing the results from the LR model at the closing saddle position, the following equation
shows that only N_IQR_CS; Constant (intercept) and Load_kg n could be used to set the
classification model (Table 69), while the rest of the variables (predictors) could not be considering
that they are contributing to the model improvement (Table 70).

Table 69. LR Summary of features and associted weights at closing saddle position

Properties B S.E. Wald df Sig. Exp(B) 95% Lower 95% Upper

Step 1* T2 0.453 0.203 4.961 1 0.026 1.573 1.056 2.343
T3 0.404 0.350 1.333 1 0.248 1.498 0.754 2,974
T4 0.011 0.195 0.003 1 0.955 1.011 0.690 1.480
Load_kg n -0.656 0.217 9.128 1 0.003 0.519 0.339 0.794
N_Stdev_CS 5.490 2.905 3.572 1 0.059 242.168 0.816 71865.246
N_Mean_CS 0.698 4.221 0.027 1 0.869 2.009 0.001 7865.099
N_RMS_CS -5.511 5.523 0.996 1 0.318 0.004 0.000 203.207
N_1Q_CS -1.908 1.330 2.058 1 0.151 0.148 0.011 2.011
N_IQR_CS -2.629 1.024 6.598 1 0.010 0.072 0.010 0.536
N_Min_CS -0.833 1.700 0.240 1 0.624 0.435 0.016 12.183
N_Skew_CS -0.152 0.293 0.270 1 0.603 0.859 0.483 1.526
Constant 2.714 0.570 22.662 1 <0.001 15.090

a. Variable(s) entered on step 1: T2, T3, T4, Load_kg n, N_Stdev_CS, N_Mean_CS, N_RMS_CS, N_1Q_CS, N_IQR_CS, N_Min_CS,
N_Skew_CS.

Table 70. Logistic regression formulation and parameters at idle saddle position

Properties Model parameters and values
logit(P) = log(® / (1 - P)) = 2.714 + 0.698 N_Mean_CS -
1.908 N_1Q_CS - 0.833 N_Min_CS - 5511 N_RMS_CS -
2.629 N_IQR_CS + 5.49 N_Stdev_CS + 0.453 T2 - 0.656
Load_kg + 0.011 T4 + 0.404 T3 - 0.152 N_Skew_CS

Best threshold (cutoff) 0.84

Original label None/Quasi-fault Logistic regression label: 0/1

Model equation

Although the model shows excellent prediction properties concerning the classification of quasi-
fault label points, the model shows poor prediction properties concerning normal operating
conditions (Table 71). Besides, as emphasised before, a small sample of training and testing data
shows a high discrepancy between training (Figure 114) and testing samples of ,,None* labels
(Figure 115) since many anomalies have been detected during the recording of the experiment. It
should be emphasised that even though the model possesses high sensitivity and specificity score
of 87% (Table 72), the model does not possess high accuracy of None data points, especially
during the testing period of the LR model.

Table 71. LR Classification matrix score at closing saddle position

Sample Observed None Quasi-fault Percent Correct
None 92 36 71.9%

Training Quasi-fault 7 505 98.6%
Overall Training Percentage 15.5% 84.5% 93.3%
None 43 30 58.9%

Test Quasi-fault 0 203 98.5%
Opverall Testing Percentage 17.8% 72.2% 89.1%

a. cutoff value at 0.8

Table 72. Performance of a model at closing saddle position

Property AUC Sensitivity Specificity
Training/Discovery 0.963 (0.958 ~ 0.968) 0.873 (0.863 ~ 0.882) 0.899 (0.882 ~ 0.917)
10-fold Cross-Validation 0.950 (0.928 ~ 0.972) 0.873 (0.873 ~ 0.902) 0.883 (0.827 ~ 0.939)
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Figure 114. Logistic regression classification score of training data at closing saddle position
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9.5 KNN CLASSIFICATION ALGORITHM

The £NN stands for £ Nearest Neighboor machine learning algorithm. It is one of the simplest
non-parametric supervised machine learning algorithms ([134]) that is usually applied for clustering
(classification), however, it can be used both for classfication and regression (and imputation). The
algorithm works on a principle of storing cases based on the £ or number of nearest points to
classify new points based on the similarity between given meaure (Figure 116).

? Initial data point flaj
Y Sy < Class B
Class A
o 0 S o o
< <
<
&
<
<
<&
E=3
X-axis ‘
X-axis

Figure 116. Graphical intepretation of ANN initialisation (left) and & = 3 (right) classification

Therefore, the parameter k explains how many data points near the specific number should be
included in the majority voting process. There is no ultimate formula for choosing the £ parameter;
however, a general rule is to select £ based on the square root. Sometimes using an error plot of
accuracy plot can determine the appropriate parameter of 4. Therefore, the first step is choosing
the right £ value corresponding to several factors: application settings, dataset size, dimensionality
and classification problem. Usually, concerning binary classification, the ZNN uses odd numbers.
Secondly, the distance function (distance between data points) is calculated based on Euclidian
(dr), Minkowski (dy) or Manhattan distance (dur). Usually, this ZNN metric for finding distance
metrics is called hyperparameters. The general form of distance between given « and 4 points as:

d(xa, xb) = (Z?zl(xaj - xb])q)a , (950)

where the value of p equals the number of features and ¢ is a constant (1 or 2). This general form
can be usually described as Minkowski distance and can be seen in the literature in the form of:

q q
dy (xq, xp) = \/Ixal — Xp1 |7+ |xg2 — Xp2 |7+ + |xap - xbpl ) (9.51)

where in the case of ¢ = 2 the calculation is then represented as Ewclidian distance:

2 2
dE(xa!xb) = \/lxa]_ - xb]_lz + |xa2 - xb2|2 R o xap - xbp , (952)

and in the case of ¢ = 1, the calculation is then represented as a simple Manhattan distance:

Ay (Xg, Xp) = \/lxal — Xp1| + |Xa2 — Xpa| + -+ [Xgn — Xpal - (9.53)

The classification using kNN is done in the following subsections using IBM SPSS software.
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9.5.1 K-NN CLASSIFICATION ALGORITHM FOR OPENING SADDLE POSITION

The graphs and classification matrix results do not provide too much explanatory information
regarding the classification methodology. The results show the classification results represented by
reduced projection of higher dimensions and the results of assigning classes to specific binary
classes. As was the case with previous ML algorithms, the best separation of the opening saddle
includes N_StDev_OS, N_Median_OS, N_Min_OS, and N_Max_QOS; the same are used to
visualise the separation of the kNN algorithm and are given in Figure 117. The classification results
(Table 71) show up to 91% overall accuracy, with lower accuracy in determining normal operating
conditions. Unlike previous algorithms, the classification results show slightly reduced accuracy.

20,000

5,000

Figure 117. kNN Lower-dimensional projections of predictors at opening saddle position

Table 73. kNN classification matrix score for opening saddle position

Properties None Quasi-fault Percent correct

None 338 19 94.7%
Quasi-fault 11 319 96.7%
Opverall training percentage 50.8% 49.2% 95.6%
None 138 21 86.8%
Quasi-fault 6 129 95.6%
Overall testing percentage 49.0% 51.0% 90.8%

135 | Page



9.5.2 K-NN CLASSIFICATION ALGORITHM FOR IDLE SADDLE POSITION

Obtaining information regarding the classification of predictors, it can be seen that KNN works
excellent in classifying data of idle saddle position (Figure 118). Since the data is not considered
simple geometric (2D-3D) space but rather Cartesian coordinate (standardised) n-dimensional
Euclidian space, the distance between points is calculated by absolute values of each subtraction
and later squaring and rooting of the points to get a distance.

It can be observed with a lower-dimension 3D space that the best separation is achieved in
combination with N_1Q_IS and N_StDev_IS variables, which are also, in previous ML models,
the most important variables for label classification. The kNN, alongside ANN, shows the best
classification performance of the given dataset (Table 74).
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Figure 118. kNN Lower-dimensional projections of predictors at idle saddle position

Table 74. kNN classification matrix score for idle saddle position

Properties None Quasi-fault Percent correct

None 341 14 96.1%
Quasi-fault 5 180 97.3%
Opverall training percentage 64.1% 35.9% 96.5%
None 144 4 97.3%
Quasi-fault 3 81 96.4%
Opverall testing percentage 63.4% 36.6% 97.0%
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9.5.3 K-NN CLASSIFICATION ALGORITHM FOR CLOSING SADDLE POSITION

It can be seen that N_IQR_CS, Load_kg n, N_RMS_CS and N_Mean_CS values are the most
important ones and, as such, provides the most of the information for classifying in corresponding
labels (Figure 119). Finally, performing classification of a dataset at the closing saddle position
shows good prediction properties on the training data; however, when kNN was performed on
testing data, a significant reduction in accuracy was noticed (Table 75). Although data show a
somewhat moderate prediction of the “None” label, the data is prone to underfitting since the
proportion of samples is relatively small for training and testing at the closing saddle position,
which could be further improved and compared in the analysis.

sooo-

Figure 119. kNN Lower-dimensional projections of predictors at closing saddle position

Table 75. kNN classification matrix score for closing saddle position

Properties None Quasi-fault Percent correct

None 109 19 85.2%
Quasi-fault 16 520 97.0%
Opverall percentage 17.9% 82.1% 94.7%
None 54 19 74.0%
Quasi-fault 9 194 95.6%
Opverall percentage 22.8% 77.2% 89.9%
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9.6 MACHINE LEARNING CLASSIFICATION RESULTS AND DISCUSSION

After evaluating hypothesis space for the selection best ML model suitable for classification, the
most effective separation was achieved by ANNs (Figure 120). Namely, after observing all the
possible positions in detecting normal operating states from non-normal or suggested “Quasi-
failure” with supervised learning methods, the results suggest that neural networks can discriminate
observational (training) data in which the results and model outperform other approaches.

Table 76. Classification matrix for opening saddle position’ data

GNB ANN CART LR kNN
Train Test Train Test Train Test Train Test Train Test
0 64% 65% 99% 95% 99% 94% 97% 92% 95% 87%
1 92% 87% 98% 94% 88% 86% 94% 82% 97% 96%
Zop 78% 75% 99% 95% 94% 90% 95% 87% 96% 91%

NOTE: 0 = None; 1 = Quasi-fault; 2 = Overall percentage classification.

Firstly, let us observe the results given in Table 76. Simple observation of results given by training
data by each model infers a simple conclusion that data processing requires a non-parametric
approach. Such inference can be obtained by the performance of the GNB model, which induces
the primary assumption of data normality. However, if it requires data normality to be respected,
it does not exclude a linear discriminant separation of non-parametric data. Therefore, using
vector-discriminant analysis (e.g., SVM in Appendix 14) or “Support Vectors™ in separating data
labels shows poor prediction results. Even changing the hyperparameters (which was not
conducted for model performance bias) shows that maximum accuracy of 94% at best was
achieved by SVM. Therefore, using both parametric (simple ANN and LLR) and non-parametric
(CART and kNN), the results show that parametric, specifically ANN, shows the overall best
performance in this case. Finally, it can be observed that kNN (Figure 120) shows the absolute
best performance concerning the classification results of the “Quasi-fault” label, meaning that the
kNN algorithm outperforms ANN and should be investigated further to see whether the
classification is reasonable in the second case due to high accuracy of “Quasi-fault” labels.
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Figure 120. Classification results of ML algorithms’ testing dataset at opening saddle position
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Although the main idea of monitoring idle saddle position signal behaviour is to investigate the
reaction time of hydraulic power signal (e.g., length and amplitude) for discovering anomalies in
the signal, as such, cases with slow response and potential anomalies recorded during the
experiment are labelled as suggested: “None” and “Quasi-failure”. The results of classification
show again that ANN show the best accuracy of classification (Table 77), while LR and kNN also
show significant classification score.

Table 77. Classification matrix for idle saddle position’ data

GNB ANN CART LR kNN
Train Test Train Test Train Test Train Test Train Test
0 64% 65% 100% 99% 94% 97% 97% 99% 96% 97%
1 92% 87% 99% 98% 92% 90% 96% 93% 97% 96%
Sop 78% 75% 100% 98% 93% 94% 97% 97% 96% 97%

Interestingly, every training ML model showed worse accuracy than achieved during training
except ANN (Table 75), concerning the normal operating condition — suggesting that the sample
for training was significant enough to model the system behaviour. However, split training and
testing data (around 70-30%) impact the results since more proportion was given to the training
of normal operating than faulty operating conditions.
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Figure 121. Classification results of ML algorithms’ testing dataset at idle saddle position

Results for the opening saddle position show similarity in the consistency of kNN classification to
follow up on the classification accuracy of ANN. Hence, it should be emphasized that both cost
functions indicate close similarity scores of accuracy in the classification matrix; however, ANN
outperforms in all cases.

Finally, observing classification scores at closing saddle position hydraulic power signal, the results
of the classification cost function is given in Table 78, where ANN also outperforms other models.

Table 78. Classification matrix for closing saddle position’ data

GNB ANN CART LR kNN
Train Test Train Test Train Test Train Test Train Test
0 64% 65% 92% 75% 70% 60% 72% 59% 85% 74%
92% 87% 100% 98% 100% 100% 99% 100% 97% 96%
op 78% 75% 98% 92% 94% 89% 93% 89% 95% 90%
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The results of a classification in the last case show significant anomalies. Namely, only 17.9%
(training) and 22.8% (testing) of normal operating condition data points were used for
classification, concerning 82.1% (training) and 77.2% (testing) of quasi-fault data points were used
for ML modelling. Therefore, the results show significantly higher accuracy of faulty label
classification than normal operating conditions, suggesting that signal degradation (opening and
closing saddle signal) unnoticeably influenced signal behaviour. The underlying reason for such
classification could indicate that the separation of signal parts has changed over time under sensor
replacement bias, suggesting a poor classification score of normal operating data points. However,
although it concluded that bias exists after sensor replacement, such information could be
beneficial in creating a new multiclass classification with unsupervised learning algorithms for
detecting wear, leakage, degradation, and other faulty states. It will be used in the future thesis’
author research.
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Figure 122. Classification results of ML algorithms’ testing dataset at closing saddle position

Although models are only used as a first step in diagnostic procedures of EBM, the fact that up to
98% of classification was achieved creates a fundamental framework for creating an unsupervised
model with association rules. The unsupervised learning methods will be used to associate the
unknown degradation mechanisms by a specific method of association (e.g., simple correlation)
with other variables (predictor) that show the highest association with the suggested one (e.g.,
elemental analysis of Fe and Cr increase) that could imply wear of a pump. It could be possible to
discriminate further “Quasi-fault” labels into separate labels in such an instance. Discrimination is
done based on the association of variables with potential degradation mechanisms expressed in n-
fold-change (e.g., mean, median, standard deviation, IQR etc.).
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10 RELIABILITY ANALYSIS

The reliability analysis using FP are used to represent the FPMs change as time between events, as
quasi-faults and normal operating conditions. The events in which FPM falls outside of the quality
control range will be elaborated in the following chapter with practical analysis. The reliability
analysis of the system is used with the Crow-AMSAA model for repairable systems with
continuous usage. The model is designed to track the reliability within a particular test phase and
not across test phases. The test, however, can be of equal or unequal length wherein each test or
test interval Crow-AMSAA dedicates to reliability growth of a particular phase, assuming # = 0 for
the beginning of the phase and 0 < §; < §.... <, let be the time of modifications on components
within test phase. Failure intensity 4; can be assumed as constant between test periods (5.1, ) when
changes are made to the system; hence, the number of failures IN; during the 7th period has a
Poisson distribution with mean A(S; - Si1) as:

A (S; = S - e A GimSiza)
n!

P(Nf;=n) = [ ,  n = integer value. (10.1)

In this case, constant failure rate A assumes TBF to be a constant following exponential
distribution:

F(t)=1—e 4t ¢t > 0. (10.2)

Such a reliability growth model or Crow-AMSAA model will be used with the experimental
industrial system (rubber mixing machine). However, the main idea is to use quasi-faults
deteriorating boundaries as even times [1, 0]. It will be used as time-to-quasi-fault (TBQF)
deviation events to prevent further system degradation from establishing the time between
condition monitoring activities (TBCM).

10.1 RELIABILITY ANALYSIS OF RUBBER MIXING MACHINE

Usually, reliability analysis is utilised on mining machines with around-the-clock working regimes
where time to an event is actually time between failures of such operating systems. The
experimental study, however, includes the functional-productiveness markers FPMs as indicators
of failure or quasi-failure events. Trend and serial correlation tests are used to evaluate the 11D
(independent and identical distribution) of MTBQF. The main idea behind these tests it to check
whether TBQFs are 11D, which is important later for selecting appropriate functions for reliability
modelling. Secondly, evaluation and selection of best-fit distribution (AD and/or K-S test) are
necessary for selecting the distribution parameters. The following equations are used for
determining MTBQF:

Sum of times to an event (TqF)

— ?:1 L _
MTBQF " n Number of times to an event (N(Tqf)) (1 0'3)
and failure rate:
_ 1

The FPMs i.e., predictors, from ANN model will be selected as TBQF variables for estimating
reliability. Hence, each of the variables at the opening saddle (Table 79), idle saddle (Table 80) and
closing saddle (Table 81) is used to determine quasi-fault time-to-an-event (i.e., TBQF) and to
determine reliability function.
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Table 79. ANN variance importance at opening saddle position

Variable Importance Normalized importance

N_Stdev_OS 0.199 100.0%
N_Median_OS 0.127 63.7%
N_Min_OS 0.154 77.5%
N_Kurt_OS 0.122 61.1%

Table 80. ANN variance importance at idle saddle position

Variable Importance Normalized Importance

T3 0.116 65.3%
N_Stdev_IS 0.115 64.8%
N_1Q_IS 0.177 100.0%
N_Kurt_IS 0.126 71.2%

Table 81. ANN variance importance at closing saddle position

Variable Importance Normalized Importance

N_Stdev_CS 0.162 81.0%
N_Mean_CS 0.200 100.0%
N_RMS_CS 0.127 63.6%
N_Min_CS 0.186 93.1%

Since the main idea is not to use failures as time-to-an-event or time-between-failures as binary
variables [0 = normal, 1 = fault] but rather a quasi-fault degradation estimation, the same principle
will be used under the assumption of quasi-fault states on a same manner [0 = None; 1 = Quasi-
fault]. Therefore, on the same principle as estimating event failures, the quasi-faults can be
considered “left and right-censored” events (failures). Depicted in Figure 123 (left), the results
show that the first cycle showed a quasi-fault “event” at the start of the experiment, although with
a stable process later on. Following the principle of functional-productiveness, the boundaries set
different thresholds later in the experiment Figure 126 (right).
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Figure 123. N_StDev_OS at the first 20 cycles (start of the experiment)
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10.2 TREND AND CORRELATION TEST ANALYSIS

Before starting the reliability analysis, the assumption of IID needs to be valid. Hence, this will be
accomplished by utilising the Mann-Whitnney-U test statistic using the equation:

D
U=2 Z In—— . (10.5)
i=1 Tin

where T; is the failure time at 7 = 1, 2 ...n, and index 4 is also given at h = 1, 2 ... #-1. Using U
statistic, the goal is to determine the presence, in this case, of a trend between compared variables,
failure with lag 1, 2...n. The calculated value at the first four lags is done with 5% (0.05) confidence
intervals, and the results are given in the table:

Table 82. Mann-Whittney U-test statistic results

Variable No. events DOF p-value (U test) Status Method
TBQFi4 202 402 0.8732 Not rejected Renewal process

The resulting Mann-Whittney test statistics show no trend in the data; hence, the observations do
not reject the null hypothesis. After trend analysis, the author of the thesis used both graphical
representations to search for the presence of correlation between 7 and the /-1 to /- lag quasi-fault
data (Figure 124). In addition, both autocorrelation tests (Figure 125) and partial autocorrelation
(Figure 126) were used to check for correlation between the events of 7-#) lag. There was no
correlation between TBQF and the associated lag variable detected.
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Figure 124. Correlation test of rubber mixing machine hydraulic control system

143 | Page



Autocorrelation

Partial Autocorrelation

10-
08-

'

06-

04

02

00
02+
04+
06-
08-

>

10+

2 4 6 8 10 12 14 16 18 20 22 24
Lag

Figure 125. Investigating the presence of autocorrelation
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Figure 126. Investigating the presence of partial autocorrelation
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10.3 DISTRIBUTION ESTIMATE AND RELIABILITY FUNCTION

The goodness of fit test using EasyFit software for TBQF show five best-fitted distributions using
the Kolmogorov-Smirnov (K-S) test (Table 83). All of the distribution parameters are given in
Table 84, of which Weibull (3P) function parameters are used in the reliability modelling, and the
cumulative probability function is given in Table 83.

Table 83. Goodness-of-fit for the five most ranked distributions of TBQF

.. . Kolmogorov-Smirnov
Distribution g

Test statistic Rank
Weibull (3P) 0.16551 1
Lognormal (3P) 0.17204 2
Pareto 0.18938 3
Beta 0.18940 4
Gamma (3P) 0.19054 5

Table 84. Parameters of the best-fitted distributions

Distribution L:gnormal Pareto Weibull 3P) Beta Gamma (3P)

a ®« B x I 4 3 g i g Y
HyPower 2906 3.841 032 1.98 0295 139.68 198 0.164 0.179 02004 2144.6 2.0

The reliability function calculation for the lognormal distribution is given as:

Rhypower(t) = e(_(t%)a) (10.6)

where 7 represents the time, p represents the location parameter; f models the shape of a curve as
noted as the shape parameter; and « is the scale parameter of the 3P-Weibull distribution. Hence,
substituting values into eq.(10.6) from Table 84, we get:

t-1.9833)0-29487
Rhypower(t) — e(_( 139.68 ) ) (10.7)
The resulting reliability shows that the system is highly sensitive to disturbances, since already at
around 2500 minutes (~40 hours), the system needs to be checked for anomalies and deviations
based on the quasi-fault determined thresholds, as it showed to be the case during the experiment.
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Figure 127. Reliability function using Weibull-3P distribution parameters

145 | Page



Since the research only considers hydraulic power data of a rubber mixing machine, it suggests an
even shorter inspection time is required. Using all the probability distribution functions presented
(top 4 ranked), the reliability function of each of the models shows similar 10% of event values
range from 2490 hours — suggested by Weibull-3P distribution (Figure 127) — to 3655 hours —
suggested by BETA distribution (Figure 128). Considering that Weibull-3P is the most accurate
one in terms of fit, the inspection time should be set at around 2000 hours.
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Figure 128. Reliability functions: 3P-Gamma (a); 3P-Lognormal (b); Pareto (c); and Beta (d)

Considering that the process shows significant variation throughout the experiment, considering
the anomalies within the variables extracted from the observation during the experiment, it would
be interesting to see the process behaviour using SPC stability analysis. However, the author is set
this objective to investigate in future studies and will be beyond the scope of the present research.

Although reliability analysis is in its eatly stages with this type of research, the author decided to
draw a line on the work here. The following studies will include in-detail reliability analysis using
FPMs to establish the “functional-productiveness process quality” as a time-between-quasi-fault
(TBQF) as a way to determine the actual maintenance quality of a specific machine and the
machine behavior itself. In such way, it will be possible to follow up the machine process by
comparing different machine reliabilities.
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Chapter IV

“Knowing yourself is the beginning of all wisdom.”

Aristotle

11 DISCUSSION

The lack of EBM manifesto acknowledgement spurs the philosophy behind the research. The
author argues the benefits of implementing EBM practice in the era of sustainably-technological
ecosystems. By accepting the EBM paradigm, theoretical gains could be of immense importance
since already imposed Green Deal initiatives justify the rationale. The author also believes that the
maintenance practitioners will immensely gain from EBM in all spheres of maintenance —
diagnosis, prognosis and optimisation. However, indeed it presents a thin line between operational
and maintenance performance. Based on the current body of existing evidence, the probability of
gaining genuine results is relatively high. A discussion on the outcome of the thesis research will
be given in the following.

11.1 MAINTENANCE RESEARCH THROUGH EU PROJECTS

From critical appraisal of projects’ evidence, the results seemingly lack impact and achievement,
even in highly developed countries. Reflecting on the current maintenance research within the EU
project framework, one concludes that non-associated EU countries reflect the cause of slow
maintenance advancement through narrative instead of practical propositions. Considering the
primary mission of the Green Deal (achieving net-zero greenhouse emissions by 2050), sustainable
maintenance initiatives are already being researched by various authors. By examining each
industrial sector, the inference is that energy is the standard monetary value for every process.
Therefore, energy-dedicated research firmly supports such initiatives and justifies the need for such
a research agenda.

11.1.1 MAINTENANCE PROGRAMS ACROSS INDUSTRIAL SECTORS IN R&I PROJECTS

The CBM and PdM practices are different based on data utilised for decision-making — failure and
control data — respectively. In recent years, projects dealing with control data are mostly situated
in the manufacturing, energy, railway, and petroleum industry. Addressing the infrastructure and
aerospace domain, SHM stands out the most. The undetlying reason is that these applications'
functionality strongly relies upon the health of the structures. The research of wind and nuclear
power plants seems to be maintenance-research infants due to divided research interest in PdM,
SHM, and PHM applications. The e-maintenance research is mostly described in the railways and
aerospace industry, although no significant maintenance constructs were recognized apart from
adding a communication dimension (remote monitoring) to assist maintenance actions.

A distinction of maintenance-related research across industrial sectors provides several important
insights. Firstly, most of the research published relates to the PAM domain. Even so, papers cited
in the domain of PdM that conducted a systematic review did not fully explain the protocol or
underlying reasons for choosing particular eligibility criteria (e.g., time frame). Secondly, research
on the PdM practice is mostly dedicated to the prognostic aspect (e.g. wind turbines), which can
be a solution space for EBM research practice. An overview of existing maintenance practices and
research focus on maintenance projects brought little to the table regarding the influence between
energy and decision-making skills. The inconsistency of such verification must be firmly
acknowledged and potentially subject to the future research agenda.
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11.1.2 MAINTENANCE R&I PROJECTS SCIENTIFIC DELIVERABLES

An outline of the projects’ dissemination activities, scientific deliverables and distribution of
projects funded in the EU-FP is given for accomplishing the second research objective. The
evidence suggests the lack of achievement in terms of patents (4.5%) and doctoral theses (3.9%),
and on the contrary, shows the improvement of non-peer-review publications (5.9). One can
question the validity of published reports in terms of peer-review assessment quality. Besides, after
evaluating the CORDIS project factsheets, few or no workshops were organized in the non-
associated EU countries. The thesis author states that technology transfer activities must be
acknowledged as an activity in future research agendas.

Moreover, after reviewing projects’ scientific deliverables, evidence shows that 25% of projects
have produced a patent as a research deliverable, while less than 13% of projects have a doctoral
thesis as a research deliverable, with one project having both results. The fact that only 42% of
projects do not have a patent, thesis or a peer-review article, and 36% of projects do not have any
scientific deliverable (PWEF = 0) raises significant doubts about the actual impact on the
advancement of industrial maintenance as a science considering funds invested into the research
under the Framework Programme(s). Using Pearsons’ correlation matrix, the author shows that
the number of investments into the projects is strongly correlated to the project duration and the
number of participants, regardless of the project type. We can see that projects with patents tend
to produce more original scientific contributions as a primary research interest by addressing
projects individually. However, projects with a thesis as a research deliverable tend to produce
more book chapters and conference papers than peer-review journals, which would be expected
considering the number of participants and funds invested in maintenance research.

Moreover, projects without patents and a thesis show excessive workshops and conference
proceedings, suggesting low scientific impact for advancing maintenance in 14.0. Still, even though
correlation can indicate tendencies within variables; however, it does not necessarily explain the
causality between funds invested and scientific contribution. Therefore, the thesis’ author
conceptualised the Publication Weight Factor (PWF) to closely investigate all types of projects'
scientific impact and contributions.

After setting a scientific quality assessment of research deliverables by PWF, the results show that
for all projects, the average PWF equals (upwr) 1.024. The individual PWF metric for projects
shows the following. Projects with patents — ppwrpar =0.063; projects with thesis — ppwr.or =
2.756; and projects without both — ppwrnrpar/pr = 0.578. The evidence suggests the following.
The projects without a patent or thesis as an outcome show that average expenses account for
about 5.6M€ per PWF. Compared to projects including doctoral theses (2.7M€/PWF), and
projects with patents (1.2M€/PWF), it is two- and almost five-fold higher considering investments,
respectively. Another interesting fact is that the more institutions are involved in the project
activities, the more funds are spent, and on the contrary, the PWF is lower.

The fact that most productive projects include a single participant question the role of participants
in improving PWF, i.e., producing scientific deliverables. Besides, out of all projects included for
evaluation, 75% had a PWF less than 1.00. This evidence is compared using the same systematic
methodology on a randomly selected project sample under “sustainable manufacturing” search
strings on CORDIS to give a more objective assessment. The results show that projects in
sustainability manufacturing have an average PWF of 6.0, which is almost six times higher than
industrial maintenance projects with even lower investments (approx. 1.2M€/PWF). Indeed, the
underachievements can be related to the poor technological development of industrial
maintenance and the lack of involvement of eastern EU countries in industrial maintenance
technology, thus potentially depicting the “Iron Curtain” dichotomy. Therefore, to increase the
impact and scientific contribution to advancing industrial maintenance, more scientific support
must be provided on the other side of the “Iron Curtain”. This could be potentially spurred by
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including the sustainability aspect in industrial maintenance research, especially considering the
EU Green Deal initiative.

Finally, with the evidence provided, excessive non-scientific contributions and lack of achievement
of industrial maintenance research for 14.0 suggest literature saturation and the need for a new
maintenance paradigm. The trade-off between investments and PWF of the projects’ research
outcomes to encourage sustainable ecosystem implementation depends primarily on the industrial
maintenance impact and technological solutions. More meaningful solutions that can disrupt
industrial and scientific schools of thought can be achieved by allocating more research resources
for EBM research. As a result, higher PWF can be expected in industrial maintenance, especially
considering the energy-dedicated and sustainable realm of maintenance philosophy.

11.2 ENERGY-BASED MAINTENANCE LITERATURE EVIDENCE

The current energy-dedicated maintenance research suggests that ongoing research efforts mostly
include data-driven statistical and mathematical modelling for decision-making purposes [111].
The evidence points out that the relationship between energy consumption and maintenance
availability is reciprocal [55], [135]; thus, monitoring energy parameters may provide insights into
machine health and trigger preventive [109], [114] and corrective actions [113], [115]. In addition,
it can also reduce carbon emission [57], improve diagnostic activities [116], [136], or even predict
the future machine health (prognostics) [23], [24]. Although indicators such as EEI [108], [114],
REEL [23], [24], RSL (Remaining Sustainable Lifetime) [111], ECP (Energy Consumption
Profiles) [110], [137], or PWQ (Power Quality Monitoring) [138] are useful to evaluate machine
health and system deterioration, they lack practical studies and verification on multi-component
systems. Most of the studies verify proposed concepts on a single-unit system [23]—[25], [117] or
by numerical simulations [113], [139]. Besides, it can be noticed that only a handful of studies [112],
[116], [1306], [140] specifically deal with fault diagnosis, while also some are concerned with
prognosis using energy indicators as cost functions for optimisation purposes. In the following,
the achievements of energy-dedicated research will be discussed, considering different levels of
decision-making.

11.2.1 OPERATIONAL LEVEL OF MDM CONSIDERING EBM ACHIEVEMENTS

Research studies addressing MDM for determining fault and failure boundaries use degradation
patterns in establishing thresholds or points of reference for triggering corrective or preventive
actions at the operational level. However, determining fault and failure thresholds is far from an
easy task, which is noticed in studies since most authors propose these boundaries randomly,
subjectively or even by experience [136] due to the lack of empirical evidence of deteriorating
mechanisms concerning energy consumption. Determining fault and failure thresholds is difficult
because many variables affect energy consumption (flow, temperature, pressure, fluid density) [53],
which is hard and time-consuming to model, especially in practice. However, ignoring energy-
consumed fouling states without taking maintenance actions promptly [141] can lead to faulty
operating conditions, which can rise to seven times higher cost and energy losses than operating
in normal conditions [142]. Most studies set thresholds as static control limits, incoherent with
components’ degradation patterns in practice (e.g., seasonality in time-series decomposition).
Hence, defining prognostic control limits [143], for instance, using an exponential weighted
moving average (EWMA), could be more beneficial in detecting fouling effects of particular system
units. By defining moving control limits in delineating functionality and failure thresholds, one can
improve the quality of maintenance actions and react faster to signal deviations. Setting the control
limit as the moving average, we consider it useful for quantifying the fouling effect, for instance,
in reliability modelling [135]. By doing so, reliability based on energy fouling can be a more decisive
factor in switching attention towards EBM research, which we are currently investigating.
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11.2.2 TACTICAL LEVEL OF MDM CONSIDERING EBM ACHIEVEMENTS

Considering EBM achievements from the tactical standpoint of MDM, researchers are mostly
dedicated to production losses caused by disturbances due to maintenance and operational
activities. Although there are examples of studies examining the inherent relationship between
maintenance and control engineering from an energy point of view [143], [144], there are no
existing publications explicitly distinguishing operational and maintenance energy-monitoring
signals, which are, in fact, hard to isolate.

Such studies are vital because operational elements (e.g., load) and maintenance actions (e.g.,
corrective) affect energy consumption simultaneously, thus causing an error in pattern recognition
leading to flawed estimations in signal processing and difficulties in the decision-making process.
To couple with this difficulty, the assumption is that the problem lies within the basic formulation
of system functionality. The inability to quantify the fault or fouling effect of system degradation
under various conditions as “true” or “false” causes problems in determining the functionality
thresholds used for reliability estimation. Therefore, suggesting the notion of “functional-
productiveness” for triggering maintenance actions (e.g. a limit of a minimal amount of products
produced per time sequence) can be used over the traditional qualitative definition of functionality
by providing quantitative time- and energy-saving windows.

By utilising the FP concept, one can isolate machine- and operator-induced energy consumption.
Still, there is a considerable gap in monitoring energy data (e.g., energy efficiency, energy
consumption, and consumption profile) [110]. Data mining procedures are usually used to monitor
energy efficiency and detect anomalies for diagnosis. However, it is difficult to estimate the causes
of anomalies, including technical (machine) and technological (human) errors, leading to more
problems in assessing the root cause analysis in diagnosis. Statistical and mathematical modelling
has been done by [23] and [139]. There are different propositions of formulation at the tactical
(functional) level [24] for establishing functional limits. For instance, the EEI indicator is become
useful in determining the amount of energy spent per product, and it is formulated as:

. . . Wh
EEIE(t) = YT, AMDigyMDipMDi () [W] (11.1)

The pre-defined thresholds (EELnwesho) are set for determining the Remaining Energy Efficient
Lifetime (REEL), earlier explained as MREEL, QREEL.

Other propositional concepts are related to maintenance optimisation activities to preserve energy
consumption, such as MEC. The MEC (Maintenance Energy Cost) is proposed by Mokhtari &
Hasani [139] as a part of the Total Energy Cost (TEC) for operation and maintenance operations
in flexible job-shop scheduling (FJSP) problem.

MEC = Z Z Z ZlenEP (11.2)
i Il p

Where ¢, represents the unit energy cost for maintenance operations, E/ energy consumption for
maintenance operations, Z;/ indicates whether pth maintenance operation is performed on /h
maintenance interval of M; (Z/=1) or not (Z#=0). Hence, mathematical modelling done at the
operational level includes modelling the direct relationship between degradation and energy
consumption patterns. In contrast, at the tactical level, models are done more on a statistical basis
from a perspective of operational and maintenance activities with the aim of energy preservations
in terms of optimising activities and not relying on monitoring energy consumption directly.
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11.2.3 STRATEGICAL LEVEL OF MDM CONSIDERING EBM ACHIEVEMENTS

On-going energy-dedicated or sustainable maintenance research studies concerned with the
research on a strategic level mostly deal with the energy aspect as an optimisation variable or an
objective indicator [113], [114]. Both include the influence of maintenance activities and
maintenance induced (energy) costs for determining optimal maintenance plans and optimisation
activities [145]. Proposed models include actions ranging from corrective to predictive while
reducing energy consumption and environmental impact [117]. The model is based on the
Conservation Supply Curve (CSC), which in return, demonstrates the impact of maintenance and
productivity for energy saving, and is mathematically formulated as:

CCE = w (11_3)
S
given that CCE is the cost of consetved enetrgy [€/£Wh); I is the capital cost in [€]; M>O is the
annual change in Mc>O costs [€/)]; § is the annual energy savings [£IWh/y]; d is the discount rate
[-], and # is the lifetime of the conservation measure in [years], and ¢ is the capital recovery factor
[years’] and is modelled as:

_ d
A+ A+d™’

q (11.4)

Three types of costs are included in Me>O (total, variable, and unavailability costs). Thus, the
model addresses energy efficiency and energy recovery potential by assuming three different
maintenance policy scenarios (low, medium, and high). The CCE model shows that changing from
CM to PdM approach can lead to almost tenfold €/£Wh-saved and increase the performance by
10%.

Another strategic framework abstracted as Sustainable Condition-Based Maintenance (SCBM) is
proposed by Senechal et al. [111]. The policy relies on the CBM approach to help maintenance
decision-makers be more environmentally aware. The framework aims to avoid events that can
cause environmental consequences, including the event of a product's failure. The authors also
realised that defining triggering thresholds for maintenance actions has a more significant impact
in SCBM than in traditional CBM, thus introducing the concept of RSL. Although the SCBM
framework includes an element of energy for MDM, they go a step further by considering pollution
as an environmental indicator, suggesting that it can have a significant effect in the eyes of the
policy-makers to accept such radical change accepting sustainable maintenance policies.

Comparing sustainable- and energy-based maintenance with earlier maintenance policies at the
strategic level, it can be concluded that choosing appropriate goals adds a dimension to
sustainability and energy preservation. Hence, formulation and planning of maintenance activities
are no longer focused on improving reliability, availability and maintainability but also on including
the environmental factors. However, since the evidence from the three pillars used in this research,
it can be seen that so far (until 2020), there have been no EU-funded projects or companies that
have implemented this newly proposed paradigm. Since the EBM is in an infancy stage, it is
expected that more scientific contributions in this domain, where the real benefits and setbacks
can be acknowledged.
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11.3 MAINTENANCE PRACTICE IN THE WEST BALKAN COUNTRIES

From the authors’ knowledge, this is the first time that a questionnaire-based survey has been
conducted on the territory of the West Balkan Penninsula regarding the maintenance of hydraulic
machinery. The survey results show that many companies still rely on preventive and corrective
maintenance practices while still performing corrective actions regularly, even with predictive
technology. This is especially the case for mobile machines where failures happen at higher
intensity. The data included both mobile and industrial machines, and for the appropriate
realisation of the experiment, one such industrial machine was chosen for a practical case study.
The overall results from descriptive statistics given from the survey analysis include meta-data that
should be suggested to scientists or researchers performing controlled case studies on experimental
hydraulic test-beds. The importance of such meta-data is elaborated in the following.

11.3.1 THE DESCRIPTIVE RESULTS OF MAINTENANCE PRACTICE

The benefits of using survey-meta are establishing the practicality of the proposed experimental
design on one side while, on the other, gaining insight into the actual maintenance practice. Also,
it is important for the practicality that parameters like NWP, NWF, oil type, viscosity type, the
machine age, oil filling, and similar controlled variables be included in the design stage of the
experiment. This way, researchers will have justifiable outcomes for disseminating their results.

Moreover, given the results, it was possible to determine the root causes of stoppages in hydraulic
machines, which were formerly thought to be contamination. The outcome, however, proved that
stoppages were actually due to overload and leakage. The root causes of failures in hydraulic
machines are seemingly questioning the operators' control, maintenance activities and design of
hydraulic machines. Such information is also beneficial since the proposition of energy-dedicated
practice helps predict this kind of stoppages by energy monitoring activities. Besides, as the
contamination is still one of the main causes of failures after overload and leakage, it is also used
to determine the existence of multicollinearity between LCM practice and EBM monitoring
practice, thus questioning the correlation between LCM practice, i.e., oil analysis variables (e.g.,
particles, elements) and hydraulic power variables (pressure and flow). The results show a low
correlation coefficient between associated variables and the benefits of monitoring energy instead
of oil contaminants for establishing binary classification.

Finally, the descriptive results of various maintenance practices show the following. The PdM
practice shows the highest achievement of MTBF in terms of TBF averaging above 1500 hours.
However, the results may be biased regarding machinery applied since most companies applying
hydraulic control and predictive analytics are done on industrial machinery. The CBM and DM
practice suggest good overall results with MTBF ranging between 1200-1400 hours alongside PdM.
The important notice is that corrective maintenance, even though low nominal work factors (NWP
and NWT), is important in MLR analysis. Therefore, another reason why investments in predictive
analytics or condition monitoring practice should be realised. Besides, it is also shown that with
higher power requirements, the MTBF is lower, and vice versa — suggesting that heavier machinery
has a lower MTBF score even with higher MPPM. Therefore, the question raised is whether the
amount of technicians per machine is important for improving MTBF or the predictive approach
and intelligence.

The results show that maintenance practitioners and decision-makers rely on planned (preventive)
maintenance activities or outsourcing maintenance activities. Even though companies utilise
sensors for flow and pressure monitoring and temperature, they still rely on preventive
maintenance actions, neglecting the health of a machine based on monitoring the parameters of
hydraulic operation. Implementing EBM practice that relies on flow and pressure monitoring
(hydraulic power) could be beneficial in diagnosis, prognosis and maintenance optimisation
activities, thus supporting the thesis statements.
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11.3.2 CONTAMINATION AS THE LEADING CAUSE OF FAILURES

One of the most important conclusions drawn from the practice is rejecting the null hypothesis
that contamination is at least 70% responsible for stoppages in hydraulic systems. What
contributed more to validating the thesis problem is the notion that overload, leakage, and
temperature are all leading causes of failures that can be logically correlated with pressure and flow
monitoring, thus energy waste. In addition, observing the correlation between energy input and
MTBEF further adds validity to achieving research benefits. This could be a missing link in drawing
attention to maintenance research in MDM focused on observing hydraulic power (flow and
pressure). Even so, it has been researched the correlation between particle contamination and
hydraulic power and the results show a poor correlation factor (p<0.05). Therefore, by monitoring
energy or contamination, there would be no collinearity between the results, therefore benefiting
the use of monitoring hydraulic power consumption in determining the health status of hydraulic
machines. In addition, by using hydraulic power as a variable, the goal in the following studies is
to use association rules to determine, i.e., correlate with other potential fault or failure modes by
setting multiple classification problems and exactly establishing diagnosis aiming at determining,
for instance, wear, leakage, oil degradation, or similar root causes of stoppage.

The thesis aims to switch from using waste energy monitoring indicators given by the P-I curve
of condition monitoring and switch from secondary energy, waste energy of temperature,
vibration, etc., to the proposed primary energy monitoring procedure P-F curve. In such an
instance, it could be beneficial because the use of easy to access and cheap flow control and
pressure control sensors are widely available. However, the problem resides in machine learning
and data analytics since the survey analysis is very low, considering analytical tools utilised in
industrial maintenance. In addition, it also drags the question from the start of the thesis and brings
us to the starting point: Can data analytics and feature engineering replace maintenance
engineering? This question imposes several issues regarding the existence of maintenance as a
scientific field. However, the important notice is that maintenance should dedicate more to
utilising ML and Deep learning tools (e.g., unsupervised and reinforcement learning) for pattern
recognition and improving decision-making.

11.3.3 IMPORTANT INDICATORS FOR IMPROVING OPERATIONAL PERFORMANCE

One of the key takeaways is the significance of maintenance intelligence versus maintenance
personnel — questioning quality and quantity. This shows that with the use of sophisticated
technology, such as in cases of predictive maintenance, which has no maintenance personnel, the
results also show that such maintenance practice outperforms, for example, maintenance practices
with specialists and engineers. It has been noted that the regression model shows that maintenance
practice (as PAM) which has no personnel on the floor, no maintenance technicians or engineers,
outperforms other maintenance practices in terms of MTBF. This further questions the imposed
notion of “necessary evil.”

Furthermore, it also poses threats to low- and mid-level maintenance departments (operational
and tactical) since the 14.0 technology and cloud-based platforms for helping with maintenance
decision-making can elbow out maintenance personnel — leading to more automation and
digitalisation. One premise is that by going further into physics-of-failure, a valuable research field
for forging Digital Failure Twins (DFT) on which modelling and optimisation can be done even
without the presence of failure of a particular system. Opening such a chapter will require an
enormous amount of data collected and a new field for maintenance as a science. Some of the key
variables not seen so far in the experimental investigation are now included in the experimental
study of the thesis while performing analysis and testing the model framework. For instance, oil
refilling of the system can cause bias in estimating the results and performing oil analysis. Oil filling
of the system (e.g., reservoir size) can cause potential deviation in results or even inaccurate
estimation while reading performed spectrophotometric oil analysis in ppm.
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12 CONCLUDING REMARKS AND FUTURE RESEARCH

12.1 GENERAL THESIS OVERVIEW

The thesis explains the need for an energy-dedicated maintenance platform as a response to the
needs of enforced sustainability issues. The European Commission imposition reflects such issues
through the Green Deal initiative. The primary goal of the Green Deal is to ensure decarbonisation
and no net emissions of greenhouse gases by 2050. With such legislation, the author believes that
the future of industrial maintenance research must reorient its focus toward sustainability goals.
Such propositions have already been confirmed by an exponential rise of publications while
latching on to the “Energy-oriented maintenance” and “Sustainable Maintenance” research titles.
However, during the writing of the thesis, it was noticed that there was a rise in publications under
such propositions; however, authors usually provide reports on optimisation and prognostic
outcomes. The omission of the usage of energy variables for diagnostic purposes for determining
the actual health state of machinery is still open for research contributions, where this thesis finds
its contributions. To support such claims, the author of the thesis was dedicated to collecting
evidence from three evidence pillars: state-of-the-projects, state-of-the-practice and state-of-the-
literature followed by experimental verification.

The data collection process included an in-detail protocol for each pillar of evidence. Protocols
are built upon Evidence-Based Practice, ensuring transparency and replicability of evidence
collected. The reason for such a systematic approach was provoked by the inability to replicate the
process of data collection from other studies, especially secondary source literature. In addition,
each protocol includes a quantitative assessment of data collected and the validity of reports by
eligibility criteria. Since no study was dedicated to investigating research contributions in terms of
EU projects, the author proposed a systematic and transparent protocol for extracting such
evidence. Such research provided insights on industrial maintenance's current maintenance
manifesto within the EU research domain. Besides, it also confirmed the lack of maintenance
advancements and sustainability aspects in maintenance research, which can be considered a strong
argument supported by the rise of literature publications without funding of such kind. The
research regarding the maintenance practice highlighted the importance of predictive analytics and
the lack of sophisticated maintenance technology in improving MPIs. In addition, the empirical
evidence from the practice highlighted the benefits of switching from corrective and preventive to
the condition and predictive maintenance.

The data collected from aforementioned three pillars of evidence also served as an apparatus to
acknowledge the upside of EBM practise contributions. Namely, it was established that most of
the decision-makers, regardless of decision-making level (operational, tactical and strategic), rely
on static thresholds. By proposing such a claim, it can be perceived that managers and engineers
comprehend indicators as static decision-making boundaries in determining the health of the
system state, consequently conducting appropriate maintenance activities in returning the system
to a healthy state. As a response to such philosophy, the author of the thesis proposes dynamic
boundaries conceptualised as functional-productiveness markers (FPMs). Such markers are
extrapolated from continuous system behaviour, in this case, hydraulic power deviations, in which
case the markers are determined via machine learning algorithms. The markers from hypothesis
space are used for reliability analysis to better insight into triggering maintenance activities needed
for reducing the uncertainty of the system, thus avoiding unnecessary stoppages. The implication
of such an approach should paint a clear picture for managers, engineers and scientists in using
energy (power) markers for diagnostic, prognostic and optimisation purposes since energy can be
considered the main monetary value in production processes.
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12.2 CONTRIBUTION TO THE LITERATURE

The diachronic nature of maintenance development has caused unnecessary confusion and
complication with emerging concepts, which do not significantly alter maintenance philosophy.
The maintenance development within 14.0 still relies on preventive and condition-based decision-
making frameworks. By exposing these malleable concepts where actions need to be conducted
only for the sake of productivity, neglecting sustainability indicators cause difficulties for
maintenance to evolve. Such incoherence is seen in the claims that Cyber-Physical architectures
(e.g. IoT maintenance) are the only drivers of maintenance evolution, and worse — the claim that
such maintenance concept encapsulated the concept of “Maintenance 4.0” seems absurd. While
shifting toward power consumption as a sustainable indicator where maintenance actions and
activities are conducted based on energy deviation could be a potential argument for maintenance
innovation. The future context of maintenance R&I and its impact on sustainability targets will
significantly affect the manufacturing and production processes by advocating for such a holistic
paradigm as EBM. With the proposed research pillars for extracting evidence, the conclusion is
that industrial maintenance is shifting focus toward sustainable practice, thus adding a dimension
to energy utilisation. This way, industrial maintenance will no longer be seen as a “necessary evil”
but rather as a value creation function.

However, the EBM proposition can become onerous for a couple of reasons. Firstly, vague
apprehension of failure mechanisms or omission of units’ eigenfrequency and their power ports
can consume time and error in the data processing. Secondly, the concept can be challenging to
apply in rigid-service entities, such as a civil structure (e.g. bridges), on one side and the other on
the inherent relationship between operational and maintenance processes. Finally, data scientists
incorporating the EBM concept can be time-consuming and hard for training the models without
the support of maintenance and process scientists. For instance, the function-productiveness
concept with associated markers in determining potential degradation patterns took double the
time of the experiment to gain insight into system behaviour considering low environmental
disturbances. Therefore, using user-friendly softwares that do not require or has already been
automatised would be beneficial in determining the same markers for classification purposes. In
addition, fold-change (FC) could be a valuable online-monitoring tool for determining the effect
of change given the environmental stressor.

Furthermore, the author of the thesis argues that more research studies should include transparent,
evidence-based methodologies in extracting evidence to ensure validity and replicability in studies.
It can also be beneficial in domains other than industrial maintenance to conduct a systematic
analysis of research contributions by investigating EU research projects to gain a clearer insight
into the state-of-the-art field of interest. It highlighted significant benefits and setbacks for the
author of the thesis.

12.3 FUTURE RESEARCH

The future research includes going deeper into classification issues of system states by using
unsupervised learning algorithms in determining potential root causes of degradation and faulty
states. Namely, it has already been elaborated in the thesis that using Association Rules (AR) can
increase the accuracy of establishing the exact root cause of failures by latching functional-
productiveness markers to degradation mechanisms. That being said, it could be possible to
establish diagnostics without prior knowledge of the system’s failure mechanisms with AR by
monitoring these markers, consequently triggering maintenance actions timely. With such a
proposition, it could be possible to map sensitive points on machines (e.g., components, units,
parts) and timely replace them without producing disturbances or affecting process quality.
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APPENDICES

Appendix 1. Hydraulic systems maintenance practice questionnaire-based survey

Question:

Checkbox:

1. What is the number of employees in

your company & what is the number of
machines utilising oil-hydraulic control
systems in your company?

The number of employees in your

company?

O <50

0 50-149

O 150-249

0 249-750

O 750-1499
O 1500-2499
O 2500-5000
O 5000-10000
O >10000

Number of aeroplanes employing oil-
hydraulic systems?

019

0 10-19
0 20-49
0 50-99
[0 100-149
0 150-299
O 300-500
0 >500

2. Maintenance department size The number of maintenance Staff of the maintenance department?
(including all levels of hierarchy within the personnel? O] Technicians
company)? Os
[ Laboratorians
0610 O Engineers (BSc or MSc)
0O11-15 .
O Third-party personnel (external firm)
0 16-25 . .
O Oil analysis experts (MSc or Spec.)
0 26-50 [ Hydraulic system specialist
'51-100 O Dr Eng.
[101-250 O Other:
O 251-500
O >500
3. Who does perform diagnostics and [0 Maintenance technician
prognostics on your hydraulic machinery? ) .
0 Maintenance BSc engineer
O Specialists (MSc degtee)
O Specialists (Dr degree)
O External specialists
O Outsource company
O None
| Other (please specify):
4. What type of hydraulic control 4a. Industrial machines 4b. Mobile machines
machines are utilised within your organisation 0 Extruders: O Tractors:

(and how machines are you employing?

[ Casting machines:

O Paper production machines:

O Automated production lines.:

O Crushing machines:

O Textile production machines:

O Food and drink production:
O Elevators:

O Amusement park machines:
O Car production robots:

O Rubber mixing machines:
O Robot systems:

O Other:

4c. Marine machines

O Please specify:

O Mine-drilling machines:
O Excavators:

O Manipulation equipment:
O Dampers:

O Tunnel boring machines:
[ Rail equipment:

O Trucks:

0O Road paving machines
O Oil-drillers:

O Other:

4d. Aerospace industry:
[ Please specify:
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5. What is the average nominal Pressure size systems
pressure within the hydraulic system? O Low-pressure systems (<65bar)
O Low-to-medium pressure (65-140bar)

O Medium pressure systems (141-210bar)

O Medium-to-high pressure systems (211-350 bar)
O High-pressure systems (351-750 bar)

O Extreme-pressure systems (>750 bar)

6. What is the average flow within the Flow type system

hydraulic system? O Low flow (1-20 |/min)
O Medium flow (21-55 1/min)
O Medium-high- flow (55-140 1/min)
O Light-High flow (141-320 1/min)
O High flow (321-1000 1/min)
O Extreme (>1000 1/min)

7. What types of fluid are you Mineral-based

utilising? O HH — no additives
[0 HL — anti-corrosion, antioxidant additives
O HM — antiwear additives
O HV — viscosity improver additives
Fire extinguishing fluid
O HFA — oil in water emulsion (water >90%)
[0 HFB — water in oil emulsion (water >40%)
0O HFC — water glycol

O HFD - Synthetic fluid (phosphoric ester)
Environmentally accepted fluids

O HTG — Vegetal base fluid

O HPG - Glycol base synthetic fluid
O HE — Esther base synthetic fluid
O Other:

8. What type of maintenance policy Maintenance policy:
are you conducting in your company? [ Failure-based maintenance (corrective maintenance)

O Time/use-based maintenance (preventive maintenance)
O Condition-based maintenance?

O Predictive maintenance?

O Opportunity-based maintenance®

O Design-out maintenance®

O Other: (name please)

9. For a hydraulic control system Oil monitoring program:
machine, what specific analysis program do

ou conduct within maintenance policy? O Visual monitoring of oil (colour, odour, other).
you uct w ?

O Contamination Control Program (handling, filtering, monitoring, etc.).

O Oil Condition Monitoring (using APC, Aqua-Sensor, or another instrument for online
monitoring).

O Used Oil Analysis Program (taking samples for off-line analysis into the lab —
spectrometry, wear debris analysis, FTIR, TBN, TAN, etc.).

O Prognostics and health monitoring (vibration, ultrasound, thermovision camera,
other).

O Other: (name please)

3 Using current component state information (signal and data processing) to conduct appropriate actions based on signals and data.
4 Using current and prognostic information, like the remaining useful lifetime of components, to optimally schedule maintenance
actions.

5> The failure of one subsystem results in the possible opportunity to undertake maintenance on other subsystems (opportunistic
maintenance).

¢ Design Out Maintenance aims to redesign those parts of the equipment which consume high levels of maintenance effort or
spares cost or which have unacceptably high failure rates.
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10. What system monitoring sensors are  Sensors used for monitoring the hydraulic system:
you using (check more boxes if necessary)? O Pressure sensors (transmitters, differential, electronic)

O Flow rate sensors (transmitters, switches, e-mechanical)

0 Linear position sensors (for cylinder position)

O Contamination sensors (particle counters, water sensors)

O Oil condition sensors (e.g. ageing or mixing based on dielectric const.)
O Temperature sensors (transmitter, probes, e-switches)

O Angle sensors (rotation measurement on mobile machines)

O Ultrasound sensors

O None
O Other: (name please)

11. What type of instruments are you Oil monitoring instruments:
using for the oil contamination analysis . .
g A O Automatic Particle Counters (APC)

program (check more boxes if necessary)?
O Metallic Contamination Sensor (MCS)
O Water (Aqua) Sensors
O Viscometers
O None
O Other: (name please)

If you are using external oil analysis by laboratory (or you have your own) what
instruments are utilized for elemental analysis in hydraulic oil:

O FTIR (Fourier-transform infrared spectroscopy)

O ICP-OES/AES (Inductively Coupled Plasma/Atomic Emission)
O AAS (Atomic Absorption Spectrometry)

O AES (Atomic Emission Spectrometry)

O RDE-OES/AES (Rotating Disc Electrode)

O X-ray spectrometry
O None

O Other: (name please)

12. What mathematical or statistical Mathematical/Statistical tools for maintenance decision making:
tools are you employing for analysis and

maintenance-decision making (check more
boxes if necessary)? O Survival analysis (teliability theory, propottional hazard modelling, etc.)

O Decision tree analysis (FTA)
O FMEA (or FMECA) analysis
O Multi-criteria decision-making analysis (MCDM)

[ Regression analysis (least squares, linear, polynomial, etc.)

0O Quality control charts (XR chatts, XS chatts, p chart, # chart, etc.)
0O Mathematical modelling

[ None

O Other: (name please)

13. How old is your hydraulic O From 1 - 5 years no. machines:_ O From 35 — 40 y. no. machines:__

equipment (acroplanes)? O From 05 — 10 y. no. machines:__ O From 40 — 45 y. no. machines:__
O From 10 — 15 y. no. machines:__ O From 45 — 50 y. no. machines:__
O From 15 —20 y. no. machines:__ O From 50 — 55 y. no. machines:__
O From 20 — 25 y. no. machines:__ O From 55 — 60 y. no. machines:__
O From 25 — 30 y. no. machines:__ O From 60 — 70 y. no. machines:__
O From 30 — 35 y. no. machines:__ O Other or specific:

14. What is the average time between Time-between-failures in hours: O 1200— 1300 hours

failures (TBF) of your hydraulic machinery? 000 - 100 houts 0 1300 — 1400 hours
0 100 — 200 hours O 1400 — 1500 hours
01 200 — 300 hours O 1500 — 1600 hours
0J 300 — 400 hours 0 1600 — 1700 hours
O 400 — 500 hours O 1700 — 1800 hours

[0 500 — 600 hours
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[ 600 — 700 hours
[ 700 — 800 hours
[ 800 — 900 hours
[0 900 — 1000 hours
[ 1000 — 1100 houts
[0 1100 — 1200 hours

[ 1800 — 1900 hours
[ 1900 — 2000 hours
[ 2000 — 2100 hours
O 2100 — 2200 hours
[ 2200 — 2300 hours
[ 2300 — 2500 hours

O Other:

15. What are your hydraulic
machinery's most common component
failures (check more boxes if necessary)?

Most common failure of components within the hydraulic system:
O Hoses or pipes

O Actuator failure — hydraulic cylinder

O Actuator failure — hydraulic motor

O Pump failure

O Solenoid valve failures

O Proportional valve failures — directional valve

O Servo-valve failures — directional valve

O Electro-motor failure or ICE failure (for pump drive)

O Accumulator failure

O Sensors failure

O Filter failure

O Other: (name please)

16. What are the most common root
causes of failure of your hydraulic machinery
(check more boxes if necessary)?

Most common root causes of failure:

O Overloading the system

O Temperature (overheating the system)

[ Inadequate oil in the system

O A mixture of the oil

O Oxidation of the oil (depletion of additives and viscosity drop)
O Contamination (particle contamination)

O Contamination (watet and moisture)

O Maintenance personnel mistakes

[0 Seals

O Other: (name please)

17. What is the period for your filter O 0-50 working hours O 1250-1500 working hours
replacement? . .
O 50-150 working hours 0 1500-1750 working hours
O 150-250 working hours 0 1750-2000 working hours
0 250-500 working hours [ 2000-2500 working hours
O 500-750 working hours [ 2500-3000 working hours
O 750-1000 working hours O If you have precisely specified hours
O 1000-1250 working hours (da_xts, with oil change, etcA.), Please specify
the interval number or criteria:
18. What oil viscosity grade do you use O1SO VG 22 OISO VG 46
in your machines (if you have a specific table
for each of your systems, can you attach it?)? D ISOVG 32 D ISOVG 68
OISO VG 37 OISO VG 100

OISO VG 150

19. How often do you refill the system
with oil?

O After 25 hours
O After 50 hours
O After 60 hours
O After 75 hours
O After 90 hours
O After 100 hours
O After 125 hours

O After 150 hours
O After 200 hours
O After 250 hours
O After 300 hours
O After 500 hours
O After 750 hours
O Other (please specify):
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20. What is the average time of
complete oil change in your hydraulic
machine, and based on which criteria do you
conduct it?

Average time of complete oil change:

O After 100 hours

O After 150 hours

O After 250 hours

O After 500 hours (15 days)

O After 720 hours (monthly)

O After 1440 hours (after two months)
O After 2160 hours (quartetly)

O After 4320 hours (every six months.)
O After 8640 hours (yeatly)

O Other (please specify):

Criteria:

[ Routine

O Oil check

[ Histotical data analysis
O Contaminated oil

O Based on a suggestion from the
equipment manufacturer

O The response of the system

O Other (please specify):

21. What is the average oil filling of
machines in your everyday usage, and how
many litres /gallons/barrels do you spend
monthly?

Average machine oil filling:
O <50 litres

0 50-100 litres

0 100-150 litres

0 150-200 litres

0O 200-250 litres

0 250-300 litres

0 300-500 litres

[ 500-1000 litres

0 1000-2000 litres

0 2000-3000 litres

0 3000-4000 litres

O Other (please specify):

Hydraulic oil spent (litres/monthly)?
0 0-500 litres

0 500-1000 litres

0 1000-2000 litres

0 2000-3000 litres

0O 3000-4000 litres

0 4000-5000 litres

O Other (specific number please add):
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Appendix 2. Results of oil analysis properties from laboratory

Property!? Method Unit No.0 No.1 No.2 No.3 No.4 No.5
Density! ASTM 1928 lg/cm?) 0.8635  0.8807  0.8804  0.8800 - -
Flow point! ASTM 92 [°C] 230 218 216 216 - -
Flame point! ASTM D97 [°C -32 -39 -38 -39 - -
Viscosity 40°C! ASTM D445 [cSt] 44.86 53.28 51.82 53.01 - -
Viscosity 40°C? ASTM D445 [cSt] 45.78 53.30 53.35 53.63 5333 53.32
Viscosity 100°C! ASTM D445 [cSt] 06.92 7.51 7.35 7.57 - -
Viscosity 100°C? ASTM D445 [cSt] 6.977 7.533 7.57 7.57 7.55 7.55
Viscosity index! ASTM D2270 [-] 110 102 101 105 - -
Viscosity index? ASTM D2270 [-] 109 103 103 103 104 104
TAN? ASTM D664  mgKOH/g 042 0.43 0.45 0.53 0.48 0.46
Water content? ASTM D6304 [ppm] 13 24 19 17 16 25
Zn ASTM D4927 [%] 0.037 0.034 0.034 0.034  0.034  0.034
Fe WDXRF [ppm] 2 5 4 4 3 5
Pb WDXRF [ppm] ND ND ND ND ND ND
Cu WDXRF [ppm] ND ND ND ND ND ND
Si WDXRF [ppm] 27 24 29 18 20 27
Sn WDXRF [ppm] ND ND ND ND ND ND
Cr WDXRF [ppm] 1 1 1 1 2 2
Al WDXRF [ppm] ND ND ND ND ND ND
Ag WDXRF [ppm] ND ND ND ND ND ND
Ni WDXRF [ppm] 3 ND ND ND ND ND
Mn WDXRF [ppm] ND ND ND ND ND ND
cd WDXRF [ppm] ND ND ND ND  ND 1

1.2 Fluid analysis samples are taken and sent to two different laboratories for information collection.
y p

ND = Not detected.
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Appendix 3. ISO 4406:2017 code for contamination level

Number of particles per ml

ISO 4406 code
Lower number Higher number

24 80 0000 160 000
23 40 000 80 000
22 20 000 40 000
21 10 000 20 000
20 5000 10 000
19 2500 5000
18 1300 2500
17 640 1300
16 320 640
15 160 320
14 80 160
13 40 80
12 20 40
11 10 20
10 5 10

9 2.5 5

8 1.3 2.5

7 0.04 1.3

6 0.32 0.64
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Appendix 4. Measured values per cycle of workload and intensity data

20 Cycles measured @

Work Load and intensity

n Date Pre_cycles  Prod_cyc [daily] =~ HS_Time HS_idle [kg] per 20n
165 6.10.2021 165.0000 355.0000 398.4200 3897.5800 4067.8700
432 7.10.2021 267.0000 374.0000 632.7300 5173.2700 4315.1500
818 8.10.2021 386.0000 388.0000 477.8900 7263.1100 4376.6800
2897 14.10.2021 2079.0000 393.0000 400.4400 3606.5600 4645.6000
3257 15.10.2021 360.0000 434.0000 393.0200 5966.9800 4684.4000
4443 18.10.2021 1186.0000 370.0000 393.0200 5242.9800 4654.5500
4740 19.10.2021 297.0000 401.0000 393.0200 6098.9800 4768.4800
5191 20.10.2021 451.0000 386.0000 902.5300 5316.4700 4080.6800
5544 21.10.2021 353.0000 330.0000 410.8000 3044.2000 4777.0500
5915 22.10.2021 371.0000 335.0000 696.8800 4445.1200 4336.5600
6137 23.10.2021 222.0000 317.0000 392.8000 5427.2000 4999.6000
6600 24.10.2021 463.0000 319.0000 393.0100 2501.9900 4415.4000
6823 25.10.2021 223.0000 274.0000 421.0500 3158.9500 4261.0000
7090 26.10.2021 267.0000 351.0000 404.4700 2250.5300 4418.0000
7413 27.10.2021 323.0000 394.0000 980.5300 4077.4700 4525.3000
7931 28.10.2021 518.0000 404.0000 498.4700 6474.5300 4326.1000
10014 3.11.2021 240.0000 398.0000 406.2570 2792.8730 4700.8000
11975 9.11.2021 1961.0000 323.0000 401.7458 1928.0442 3990.6000
12381 10.11.2021 406.0000 317.0000 397.0440 2611.3860 4169.6000
12432 11.11.2021 51.0000 407.0000 409.1640 1181.1460 3902.6400
12951 12.11.2021 519.0000 259.0000 397.5640 2760.3460 4560.6000
13232 13.11.2021 281.0000 404.0000 396.4320 3212.3030 3879.7000
13760 14.11.2021 528.0000 378.0000 458.0102 1605.5498 4180.4000
14021 15.11.2021 261.0000 331.0000 414.6004 2144.6796 4170.5300
14547 16.11.2021 526.0000 428.0000 398.7597 1877.7303 4591.6500
14901 17.11.2021 354.0000 418.0000 396.4197 2242.4103 4510.5700
15256 18.11.2021 355.0000 387.0000 399.5838 2807.3062 4445.9200
15636 19.11.2021 380.0000 442.0000 404.9458 2605.5542 4184.5100
16226 20.11.2021 590.0000 416.0000 621.2916 1658.8384 4194.2000
19126 29.11.2021 2900.0000 388.0000 440.6909 2786.7491 4764.7000
19466 30.11.2021 340.0000 339.0000 406.1911 2229.0889 4279.8000
19761 1.12.2021 295.0000 297.0000 403.4309 1907.4091 4690.0000
20150 2.12.2021 389.0000 338.0000 408.4415 2488.9785 4671.0100
20434 3.12.2021 284.0000 355.0000 386.9453 2261.5847 4193.2000
20845 4.12.2021 411.0000 405.0000 385.4499 2561.5701 4486.8700
21485 6.12.2021 640.0000 339.0000 380.0810 2342.2690 4058.4400
21839 7.12.2021 354.0000 353.0000 386.9215 2024.7685 4048.5000
22846 10.12.2021 1007.0000 394.0000 384.2151 2151.2249 4378.6000
23670 11.12.2021 824.0000 426.0000 380.9267 2559.9733 4701.7900
23690 12.12.2021 20.0000 273.0000 384.6666 2001.6234 4166.4400

173 | Page



Appendix 5. Automatic particle counter and aqua sensor (saturation) data

20 Cycles measured @

Automatic Particle Counter data

Aqua Sensor

n date APC4 APCo6 APC14 TEMP_CS TEMP_AS WatSat
165 6.10.2021 20.3214 19.0611 16.5379 40.3761 42.2750 21.1000
432 7.10.2021 20.0675 19.1979 16.3172 38.3846 39.3550 22.3400
818 8.10.2021 20.0423 19.2092 16.2385 38.5868 39.0000 24.0000

2897 14.10.2021 20.5952 20.4693 17.4034 39.3769 39.5500 22.6750
3257 15.10.2021 20.6064 20.4851 17.1642 37.8354 39.3250 22.6250
4443 18.10.2021 20.6497 20.5131 17.4249 39.9084 40.4750 20.8750
4740 19.10.2021 20.8381 20.6057 17.5551 38.4056 40.1250 21.4000
5191 20.10.2021 20.6421 20.5570 17.5260 39.9275 38.6000 23.5250
5544 21.10.2021 20.6839 20.5103 17.4014 39.9618 42.1750 20.4250
5915 22.10.2021 20.8461 20.6459 17.3402 40.1221 41.8250 21.1000
6137 23.10.2021 20.8589 20.7211 17.3053 39.2128 36.8750 25.9750
6600 24.10.2021 20.6774 20.4776 17.0673 38.2791 38.0500 23.9500
6823 25.10.2021 20.6511 20.5143 16.7519 37.5545 40.9500 20.2000
7090 26.10.2021 20.6892 20.4497 16.6523 38.1757 42.8750 18.7500
7413 27.10.2021 20.7899 20.5215 16.7317 37.9123 38.4000 22.1250
7931 28.10.2021 20.7743 20.5300 16.6879 38.5982 40.0750 20.9250
8361 29.10.2021 20.9959 20.4946 16.6110 39.0842 42.7250 19.0000
8679 30.10.2021 21.3780 20.5834 16.6226 40.4554 42.3500 19.8000
9074 31.10.2021 21.0138 20.6006 16.7058 37.2065 38.2000 22.8250
9304 1.11.2021 20.8140 20.4916 16.8483 38.3142 42.3000 19.0500
12432 11.11.2021 20.7242 20.5000 16.6667 37.1268 40.8000 21.0250
12951 12.11.2021 20.7569 20.5008 16.6276 37.6511 37.4750 24.6250
13232 13.11.2021 21.0838 20.5218 16.6297 39.4703 40.7250 22.0500
13760 14.11.2021 21.1509 20.4964 16.6746 39.6742 42.9000 19.9250
14021 15.11.2021 20.9766 20.4879 16.6984 38.1303 41.8000 20.5750
14547 16.11.2021 21.0824 20.4416 16.7541 39.0762 41.6250 20.9750
14901 17.11.2021 21.0819 20.4673 16.8000 38.4915 41.1500 21.3000
15256 18.11.2021 20.9674 20.4356 16.8121 37.8696 40.7250 21.7250
15636 19.11.2021 21.0664 20.4702 16.6445 37.8894 40.0750 21.9500
16226 20.11.2021 21.2404 20.5673 17.0353 40.0510 43.2750 19.7500
19126 29.11.2021 20.8439 20.4683 16.6030 38.1175 41.2250 21.3250
19466 30.11.2021 20.6939 20.4590 16.5505 36.6457 39.5250 21.8000
19761 1.12.2021 20.9026 20.5393 16.6467 37.8467 40.8000 20.9000
20150 2.12.2021 21.0633 20.5159 16.7366 38.7098 38.8000 22.9500
20434 3.12.2021 20.9252 20.5022 16.6405 37.8558 38.9000 22.7750
20845 4.12.2021 20.9252 20.5022 16.6405 37.8558 38.6750 22.3750
21485 6.12.2021 20.6357 20.5057 16.6871 35.3616 39.2000 21.8250
21839 7.12.2021 20.6511 20.6231 16.6876 35.5717 38.8500 22.0500
22846 10.12.2021 20.5319 20.4841 16.6267 35.1362 39.5250 20.1750
23670 11.12.2021 20.5632 20.4912 16.2550 35.2132 35.6250 24.0750
23690 12.12.2021 20.5339 20.4978 16.7280 34.1999 37.7250 22.4750
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Appendix 6. Power delivery to the system per specific sum of cycles and daily

20 Cycles @ Power delivery to the system [20 x n] Power lost [%0]

n Date P [kWh/20cycles]  Piose [%/20cycle]  Paay [kWh/daily]  %20cycles %daily
165 6.10.2021 0.8713 0.8713 15.4655 0.000% 0.000%
432 7.10.2021 0.8737 -0.0024 16.3383 -0.277% -5.644%
818 8.10.2021 0.7964 0.0749 15.4499 8.597% 0.101%

2897 14.10.2021 0.7673 0.1040 15.0775 11.935% 2.509%

3257 15.10.2021 0.7646 0.1067 16.5918 12.246% -7.283%
4443 18.10.2021 0.6979 0.1734 12.9109 19.903% 16.518%
4740 19.10.2021 0.6850 0.1863 13.7345 21.380% 11.193%
5191 20.10.2021 0.7363 0.1350 14.2105 15.494% 8.115%

5544 21.10.2021 0.6853 0.1860 11.3073 21.348% 26.887%
5915 22.10.2021 0.7070 0.1643 11.8422 18.857% 23.428%
6137 23.10.2021 0.6980 0.1733 11.0638 19.885% 28.461%
6600 24.10.2021 0.6608 0.2104 10.5406 24.153% 31.845%
6823 25.10.2021 0.6900 0.1813 9.4536 20.803% 38.873%
7090 26.10.2021 0.6843 0.1870 12.0090 21.465% 22.350%
7413 27.10.2021 0.7068 0.1645 13.9241 18.878% 9.966%

7931 28.10.2021 0.7083 0.1629 14.3086 18.702% 7.481%

8361 29.10.2021 0.6990 0.1723 13.6309 19.772% 11.862%
8679 30.10.2021 0.7022 0.1691 13.4815 19.411% 12.828%
9074 31.10.2021 0.7434 0.1279 9.7384 14.680% 37.032%
9304 1.11.2021 0.7241 0.1472 13.2870 16.895% 14.086%
12432 11.11.2021 0.6948 0.1765 14.1383 20.261% 8.581%

12951 12.11.2021 0.6869 0.1844 8.8952 21.165% 42.484%
13232 13.11.2021 0.6643 0.2070 13.4187 23.758% 13.235%
13760 14.11.2021 0.6594 0.2119 12.4629 24.318% 19.415%
14021 15.11.2021 0.6737 0.1976 11.1492 22.682% 27.909%
14547 16.11.2021 0.6699 0.2014 14.3351 23.118% 7.309%

14901 17.11.2021 0.6739 0.1974 14.0850 22.652% 8.926%

15256 18.11.2021 0.7155 0.1557 13.8459 17.875% 10.472%
15636 19.11.2021 0.7403 0.1310 16.3608 15.033% -5.789%
16226 20.11.2021 0.8238 0.0475 17.1346 5.453% -10.793%
19126 29.11.2021 0.7460 0.1253 14.4730 14.377% 6.417%

19466 30.11.2021 0.7578 0.1135 12.8452 13.022% 16.942%
19761 1.12.2021 0.7102 0.1611 10.5470 18.485% 31.803%
20150 2.12.2021 0.7558 0.1155 12.7729 13.256% 17.410%
20434 3.12.2021 0.7411 0.1302 13.1549 14.940% 14.940%
20845 4.12.2021 0.7439 0.1274 15.0634 14.624% 2.600%

21485 6.12.2021 0.6876 0.1837 11.6550 21.081% 24.638%
21839 7.12.2021 0.6621 0.2092 11.6864 24.007% 24.436%
22846 10.12.2021 0.6887 0.1826 13.5676 20.956% 12.272%
23670 11.12.2021 0.6518 0.2195 13.8832 25.193% 10.231%
23690 12.12.2021 0.6561 0.2152 8.9558 24.698% 42.092%
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Appendix 7. Interpolation equations for dealing with missing values

Property Equation R?
Fluid density y = 7E-15x3 - 3E-10x? + 4E-06x + 0.8637 0.9855
Viscosity @40°C y = 2E-12x3 - 1E-07x? + 0.0016x + 45.038 0.9658
Viscosity @100°C y = 6E-14x3 - 4E-09x2 + 8E-05x + 6.9355 0.9397
Viscosity index [-] y = 1E-16x* - 1E-11x3 + 3E-07x? - 0.0031x + 110.05 0.9543
Flame point [°C] y = -5E-12x3 + 2E-7x"2 - 0.0035%A2"1 + 229.76 0.9799
Flow point [°C] y = -2E-12x3 + 1E-07x2 - 0.0014x - 32.116 0.9766
Water [ppm)] y = 1E-11x3 - 4E-07x2 + 0.0038x + 13.076 0.9510
Zn [ppm] y = 369.54x0:009 0.9842
Fe [ppm] y = 0.000000000003*A273 - 0.0000001*A2"2 +0.001*A2 + 1.8297 0.8952
Si [ppm] y = 7E-12x3 - 2E-07x? + 0.0013x + 26.053 0.4985
Cr [ppm] y = 1E-08x? - 0.0002x + 1.9884 0.8762
Ni [ppm] y = 4.2538x1:32 1.0000
TAN [mgKOH/g] y = -1E-14x3 - 2E-10x2? + 1E-05x + 0.4099 0.7354

Where x = cycle number
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Appendix 8. Autocorrelation and partial autocorrelation estimates of N_HyPower data

n ACF1 TSTA1 LBQ1 PACF2 TSTA2

1 0.0013728 0.0195595 0.0003883 0.0013728 0.0195595
2 -0.0637644 -0.9085013 0.8421914 -0.0637664 -0.9085316
3 -0.0433429 -0.6150445 1.2330826 -0.0433385 -0.6174793
4 -0.0222836 -0.315621 1.3369232 -0.0264999 -0.377566
5 -0.0355053 -0.5026439 1.6018769 -0.0413982 -0.589833
6 -0.0627005 -0.88654006 2.432349 -0.0685318 -0.9764272
7 -0.03091 -0.4353632 2.6352067 -0.039282 -0.5596828
8 -0.0437372 -0.6154584 3.0434481 -0.058075 -0.8274421
9 -0.017305 -0.243058 3.1076858 -0.0319205 -0.4547965
10 0.0484969 0.6809675 3.6148168 0.0326676 0.4654413
11 -0.0548237 -0.7680534 4.2662741 -0.0712674 -1.0154035
12 0.0695247 0.9711892 5.3194366 0.0628845 0.8959662
13 -0.0155204 -0.2158042 5.3721966 -0.0308436 -0.4394543
14 0.0692142 0.9621691 6.4270169 0.0667718 0.951352

15 -0.0540087 -0.7473923 7.0727009 -0.059247 -0.8441404
16 0.0016481 0.0227444 7.0733054 0.0107546 0.153229

17 0.0314229 0.4336487 7.2942226 0.0263293 0.3751348
18 0.0722488 0.9961396 8.4684141 0.0816471 1.1632925
19 0.0068547 0.0940521 8.4790412 0.0123228 0.1755727
20 0.1103546 1.5140803 11.248405 0.1371907 1.9546666
21 -0.0586094 -0.7951984 12.033844 -0.046307 -0.6597727
22 -0.0581332 -0.7862928 12.810843 -0.0358148 -0.510283
23 -0.0612056 -0.8253394 13.676927 -0.0428369 -0.6103318
24 -0.0749278 -1.0070058 14.982146 -0.0859988 -1.225295
25 -0.0495715 -0.662922 15.556652 -0.0345575 -0.4923693
26 -0.0260325 -0.3473825 15.715986 -0.0463457 -0.660324
27 -0.0016675 -0.022238 15.716644 -0.0111475 -0.1588281
28 0.0358661 0.4783189 16.022545 0.0078813 0.1122919
29 -0.0021963 -0.0292578 16.023699 -0.0146701 -0.2090169
30 -0.0352185 -0.4691515 16.322063 -0.0894822 -1.2749257
31 0.0239778 0.3190659 16.461166 0.0223005 0.3177328
32 0.1636722 2.1768519 22.980505 0.1161467 1.6548364
33 -0.0684284 -0.8895739 2412674 -0.0626278 -0.8923084
34 -0.0366222 -0.4742454 24.456997 -0.0306096 -0.4361203
35 -0.0456167 -0.5900687 24.972449 -0.0341883 -0.4871078
36 0.0239224 0.3089153 25.115057 0.0218771 0.3117008
37 0.0407089 0.525437 25.530509 0.0353085 0.5030689
38 -0.0139432 -0.1797234 25.579542 -0.012611 -0.1796788
39 0.0136044 0.1761007 25.626921 0.0306954 0.4373419
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Appendix 9. Determining quasi-fault time-to-an-event (TBQF) at opening saddle position

TBQF [minutes] Gate [1,0] K Bool SD_Bool MED Bool Min_Bool Kurt_OS SD_OS MED_OS Min_OS

2.117 1 0 1 0 1 1.492 2.003 17.427 11.267
0.000 0 0 0 0 0 0.780 5.551 17.467 2.558
0.000 0 1 0 0 0 0.344 5.707 17.366 2.452
0.000 0 0 0 0 0 0.530 5.544 17.337 2.558
0.000 1 1 0 1 0 0.166 5.657 17.261 2.437
0.000 0 0 0 0 0 0.785 5.48 17.401 2.562
0.000 0 0 0 0 0 0.614 5.548 17.339 2.568
0.000 0 0 0 1 0 0.664 5.505 17.318 2.568
0.000 0 0 0 0 0 0.571 5.546 17.331 2.564
0.000 0 0 0 0 0 0.639 5.53 17.351 2.576
0.000 0 0 0 0 0 0.641 5.531 17.342 2.573
0.000 0 0 0 0 0 1.503 4.259 13.847 1.476
0.000 0 0 0 0 0 1.728 4.112 13.957 1.932
0.000 0 0 0 0 0 1.544 4.215 13.788 1.65
0.000 0 0 0 0 0 2.083 4.129 14.094 1.401
0.000 0 0 0 0 0 1.779 4.101 13.66 1.451
0.000 0 0 0 0 0 2.092 4.084 13.912 1.765
0.000 0 0 0 0 0 2.115 4.095 14.002 1.885
0.000 0 0 0 0 0 1.586 4.314 14.057 1.433
0.000 0 0 0 0 0 1.662 4.223 13.992 1.807
0.000 0 0 0 0 1 1.977 4.166 14.137 2.145
0.000 0 0 0 0 0 1.505 4.314 13.957 1.361
0.000 0 0 0 0 0 1.886 4.243 14.32 1.35
0.000 0 0 0 0 0 1.768 4.267 13.986 1.186
0.000 0 0 0 0 0 1.719 4.231 14.05 1.462
0.000 0 0 0 0 0 2.036 4.184 14.004 1.438
0.000 0 0 0 0 0 2.250 4.094 14.203 1.456
0.000 0 0 0 0 0 2.120 4.186 14.402 1.583
0.000 0 0 0 0 0 1.838 4.11 13.974 1.507
96666.450 1 1 1 1 1 -0.192 141 13.463 9.825
0.000 0 0 0 1 0 2.260 3.67 12.887 1.593
0.000 0 0 0 1 0 2.584 3.531 12.458 1.291
96696.183 1 1 1 0 1 -0.399 1.361 14.063 10.421
0.000 0 0 0 0 0 2.249 3.782 13.025 1.313
0.000 0 0 0 1 0 1.959 3.632 12.797 1.357
0.000 0 0 0 0 0 2.102 3.666 13.09 1.489
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Appendix 10. Determining quasi- fault time-to-an-event (TBQF) at idle saddle position

TBQF [min] Gate [1,0] K _Bool SD_Bool MED_Bool Min_Bool Kurt_IS SD_ IS MED_IS Min_IS

2.117 1.000 0 1 0 1 8.14 3.579 0.591 4.419
0.000 0.000 0 0 0 0 7.92 5.137 0.497 2.667
0.000 0.000 0 0 0 0 7.70 5.309 0.479 2.401
0.000 0.000 0 0 0 0 8.09 5.526 0.479 2.152
0.000 0.000 0 0 0 0 8.39 5.612 0.498 2.018
0.000 0.000 0 0 0 0 7.84 5.214 0.537 2.556
0.000 0.000 0 0 0 0 7.88 5.414 0.483 2.28
0.000 0.000 0 0 0 0 8.15 5.41 0.497 2.275
0.000 0.000 0 0 0 0 8.41 5.467 0.51 2.217
0.000 0.000 0 0 0 0 7.98 5415 0.503 2.28
0.000 0.000 0 0 0 0 8.28 5413 0.522 2.28
96666.450 1.000 0 1 0 1 8.5 4.145 0.406 1.898
0.000 0.000 0 0 0 0 6.78 5.242 0.58 0.062
0.000 0.000 0 0 0 0 7.35 5.245 0.295 -0.181
0.000 0.000 0 0 0 1 7.39 4.942 0.258 1.382
0.000 0.000 0 0 0 0 7.02 5.563 0.544 0.075
0.000 0.000 0 0 0 0 7.43 5.444 0.332 -0.315
0.000 0.000 0 0 0 0 6.97 5.426 0.552 0.009
0.000 0.000 0 0 0 0 7.19 5.273 0.433 -0.063
0.000 0.000 0 0 0 0 6.83 5.19 0.461 -0.196
0.000 0.000 0 0 0 0 7.58 5.169 0.47 -0.217
0.000 0.000 0 1 0 0 7.63 4.555 0.283 1.29
0.000 0.000 0 0 0 0 6.94 5.464 0.259 0.134
0.000 0.000 0 0 0 0 6.92 5.304 0.424 0.028
0.000 0.000 0 0 0 0 6.83 5.208 0.497 -0.142
0.000 0.000 0 0 0 0 7.17 5.301 0.506 -0.218
0.000 0.000 0 0 0 0 7 5.193 0.25 -0.248
0.000 0.000 0 0 0 0 6.73 5.321 0.395 -0.075
0.000 0.000 0 0 0 0 7 5.301 0.506 -0.218
0.000 0.000 0 0 0 0 7.34 5.193 0.25 -0.248
0.000 0.000 0 0 0 0 7.15 5.321 0.395 -0.075
0.000 0.000 0 0 0 0 6.76 5.172 0.592 0.211
0.000 0.000 0 0 0 0 7.06 5.211 0.35 -0.147
0.000 0.000 0 0 0 0 7.45 5.11 0.205 0.112
0.000 0.000 0 0 0 0 7.42 5.21 0.25 -0.047
0.000 0.000 0 0 1 0 7.53 5.509 0.138 0.089
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Appendix 11. Determining quasi- fault time-to-an-event (TBQF) at closing saddle position

TBQF [min] Gate [1,0] K_Bool SD_Bool MED_Bo Min_Bool Kurt_CS SD_CS MED_CS Min_CS

0.000 0.000 0 0 0 1 1.096 2.062 2.331 0.011
0.000 0.000 0 0 0 1 0.914 2.193 2.374 0.018
0.000 0.000 0 0 0 0 0.751 2.108 2.236 0.392
0.000 0.000 0 0 0 0 4.771 4.459 6.506 0.095
0.000 0.000 0 0 0 1 2.869 3.155 4.25 0.003
0.000 0.000 0 0 0 1 0.745 2.318 2.434 0.003
0.000 0.000 0 0 0 1 0.641 2.071 2.167 0.048
0.000 0.000 0 0 0 1 0.639 2.069 2.164 0.05
0.000 0.000 0 0 0 1 0.64 2.069 2.165 0.05
0.000 0.000 0 0 0 0 0.623 2.096 2.185 0.121
0.000 0.000 0 0 0 1 1.096 2.062 2.331 0.011
96672.317 1.000 0 1 1 0 1.29 0.92 1.58 0
96674.717 1.000 1 0 1 0 1.21 0.993 1.562 0
96696.183 1.000 1 1 1 0 1.195 0.921 1.505 0
96700.817 1.000 1 0 1 0 1.237 0.964 1.565 0
0.000 0.000 1 0 0 0 1.221 1.085 1.63 0
96710.983 1.000 1 1 1 0 0.516 0.13 0.53 0
0.000 0.000 0 0 0 0 1.235 0.957 1.559 0
0.000 0.000 0 0 0 0 1.247 0.946 1.562 0
0.000 0.000 0 0 0 0 1.237 0.967 1.566 0
0.000 0.000 0 0 0 0 1.184 0.901 1.484 0
0.000 0.000 0 0 0 0 1.308 1.116 1.716 0
0.000 0.000 0 0 0 0 1.241 1.006 1.594 0
0.000 0.000 0 0 0 0 1.24 0.954 1.56 0
0.000 0.000 0 0 0 0 1.25 0.961 1.572 0
0.000 0.000 0 0 0 0 1.246 1.031 1.014 0
0.000 0.000 0 0 0 0 1.203 0.979 1.548 0
0.000 0.000 0 0 0 0 1.25 0.961 1.572 0
0.000 0.000 0 0 0 0 1.246 1.031 1.614 0
0.000 0.000 0 0 0 0 1.203 0.979 1.548 0
0.000 0.000 0 0 0 0 1.252 0.873 1.523 0
0.000 0.000 0 0 0 0 1.233 1.002 1.585 0
0.000 0.000 0 0 0 0 1.231 1.035 1.605 0
0.000 0.000 0 0 0 0 1.284 1.027 1.04 0
0.000 0.000 0 0 0 0 1.186 1.087 1.605 0
0.000 0.000 0 0 0 0 1.264 1.077 1.657 0
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Appendix 12. Interpolation graphs of physical and elemental oil analysis data
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Figure 129. Data explanation of hydraulic cycles (x-axis) and TAN (y-axis)
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Figure 130. Data explanation of hydraulic cycles (x-axis) and density (y-axis)
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Figure 131. Data explanation of hydraulic cycles (x-axis) and viscosity 40°C (y-axis)
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Figure 132. Data explanation of hydraulic cycles (x-axis) and viscosity index (y-axis)
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Figure 133. Data explanation of hydraulic cycles (x-axis) and flame point (y-axis)
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Figure 134. Data explanation of hydraulic cycles (x-axis) and viscosity 100°C (y-axis)
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Figure 135. Data explanation of hydraulic cycles (x-axis) and flow point [ppm] (y-axis)
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Figure 136. Data explanation of hydraulic cycles (x-axis) and Water [ppm] (y-axis)
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Figure 137. Data explanation of hydraulic cycles (x-axis) and Zn [ppm] (y-axis)
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Figure 138. Data explanation of hydraulic cycles (x-axis) and Ni [ppm] (y-axis)
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Figure 139. Data explanation of hydraulic cycles (x-axis) and Si [ppm] (y-axis)
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Figure 140. Data explanation of hydraulic cycles (x-axis) and Fe [ppm] (y-axis)
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Figure 141. Data explanation of hydraulic cycles (x-axis) and TAN [mgKOH/g] (y-axis)
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Appendix 13. Hydraulic power features before and after normalisation

Before Normalization After Normalization
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Figure 142. Opening saddle features after normalisation
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Figure 143. Opening saddle samples after feature normalisation
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Figure 144. Idle saddle feature normalisation
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Figure 145. Idle

saddle samples after feature normalisation
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Figure 146. Closing saddle feature normalisation
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Figure 147. Closing saddle samples after feature normalisation
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Appendix 14. JADbio” AutoML results of testing classification data using SVM

Conf.  Preprocess DFA HPM ML HPME %PER Time Drop.
Test-
Budgeted maxK = Kernel = 'Poly.
Removwal D _ ,
const Statistic. 2, alpha= Kernel',
1 ’ Equiv. 0.05, SVM cost=1.0, 89.2%  00:00:01 false
Standardisat . _ -
ion Signature  budget = gamma=1.0degre
(SES) 3 * nvars e=3
algorithm
Test-

Budgeted maxK = kernel = Radial

const Statisic. 2, alpha Basis Function
2 N Equiv. =0.05, SVM ,u _ 91.1% 00:00:01 false
Standardisat . . Kernel', cost =
. Signature  budget =

Removal

ion SES) 3% pvars 1.0, gamma = 1.0
algorithm
Removal kernel = 'Radial
const. Full Basis Function o A
3 Standardisat  Selector SVM Kernel', cost = 93.8% 00:00:01 false
ion 1.0, gamma = 1.0
Removal Iasso kernel = 'Radial
4 const. feature PP gypp  BasisFuncdon gn 50 000001 false
Standardisat lector 1.0 Kernel', cost =
ion selecto 1.0, gamma = 1.0
Remozal Lasso | kernel = Linear
5 . rclcc’ln: o feature Peln%ty SVM Kernel. 91.6%  00:00:01 false
a i(jln sa selector ' Cost = 1.0

NOTE: Explanation of preprocessing is done as according to all ML used. Different feature selection algorithm
are represented by “DFA”. HPM = Represents the hyperparameter changed in fitting the model for best
performance; HPME = Represents the changes in hyperparameter made for fitting the model accordingly;
%PER=Shows the performance of a model individually. TIME = Time to perform the model.

7 https://app.jadbio.com/ Performance of a model was conducted by JADBio version 1.4.38 on an opening saddle
dataset.
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Osaj Obpaszay yunu cacmasru 0eo 0OKmMopcKe oucepmayuje, 0OHOCHO OOKMOPCKO2 YMEMHUUKO2 NPOjeKma Koju
ce Opanu Ha Yuuseepsumemy y Hoeom Cady. Ionywen O6pazay ykopuuumu u3a mekcma OOKMOpPCKe
oucepmayuje, 0OHOCHO OOKMOPCKOZ YMEMHUUKO2 NPOjeKmd.

[Inan TpeTmana nmoparaka

CPIT: ,,KOHIEIIT ®YHKIMOHAJIHE IMPOJAYKTHUBHOCTU 3A MOJIEJIOBABE IIOY3JJAHOCTHU V¥V
JOMEHY OJIP)KABABLA 3ACHOBAHOM HA EHEPTHUJI*

EHI: ,,THE CONCEPT OF FUNCTIONAL-PRODUCTIVENESS FOR MODELLING RELIABILITY IN
ENERGY-BASED MAINTENANCE DOMAIN*

a) @akynrer TexHnuknx Hayka Hosu Can

6) Trelleborg, Ruma

B)

HcrpaxxuBame je peaJn30BaHo y CBPXY M3paje JOKTOPCKE JIHcepTauyje.

1.1 Bpcra crynuje

Yxkpamxo onucamu mun cmyouje y oxeupy xoje ce nooayu npukynsajy

Tun cryauje moxpasymeBa NpUMapHH — OPUTMHAIHM HAay4HH JOTNPHHOC KPO3 €KCHEepHMEHTAIHA 3amakama U
00pajly MpakTUYHMX MPUMApHHUX IOJaTaKka M3 MPUBPEIHOr ceKkTopa. JIOKTOpCKa Te3a Takohje moapasymeBa W
CEeKyHJapHU TUII CTY/H]je — IPEriie JINTepaType U nperiie/l npojekara y 00JacTu HHIYCTPH)CKOT OJIpiKaBamba Kpo3
MeTa-aHanu3y mnocrojehux mnomartaka. JlokasuBame TJIaBHE XHIOTE€3€ C€ CIPOBOAU KpPO3 EKCIIEPUMEHTAIHA
3anakama UHAYCTPUjCKOT MPOLeca XUAPAYINIKOT CUCTEMA.

1.2 Bpcre noparaka
a) KBAHTUTATUBHH

0) KBaJIUTaTUBHU

1.3. HauuH npuxymseama nojaTaxka

a) aHKeTe, YOUTHUIIHA, TECTOBU

0) KIIMHUYKE NPOLICHE, MEIMIIMHCKH 3aIHCH, EIIEKTPOHCKH 3/IPABCTBEHH 3aITUCH

B) TEHOTHUIIOBU: HABECTH BPCTY

I') AMUHUCTPATUBHY MTOJIAIN: HABECTH BPCTY

) y30pIlH TKHBa: HABECTH BPCTY

) cuumuy, hororpaduje: HaBeCTH BPCTY

€) TeKCT, HaBECTH BPCTY

K) Mara, HaBeCTH BPCTY
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3) ocTaJjio: EKC]’[CQHMCHT&JIH& 3amakama;

1.3 ®opmar nomaraka, ynorpedpeHe ckaje, KOIHYrHA MogaTaka
1.3.1 YnotpeOsbenu codtBep 1 opMar gaToTeKe:

a) Excel daju, natoreka CSV

b) SPSS ¢ajn, natoreka

c) PDF ¢ajm, natorexa

d) Tekcr ¢ajmn, naTorexa

e) JPG oajn, natorexa

f) Ocrano, natoreka

1.3.2. Bpoj 3amuca (ko KBaHTUTATHBHHX [TO/IaTaKa)

a) 6poj Bapujabmau: N > 100; (anm 3a ekcnmepuMeHTAJHHM Je0 cKpaheHo Ha oko 14 nmpoMeH/bMBHX y 3
CeKBEHIMjaJlHA Pa/ia MallliHe Ha K0joj je paljeHO HcUTHBaE)

6) 6poj Meperba (MCIUTaHUKa, IPOLICHa, CHIMaKa U ¢i1.): 980 y3opaka mo 3 cekBeHIe

1.3.3. [loHOBJbEHA MEpPEHA
a) ma
6) HE

VKoIuKo je OATOBOp Jida, OATOBOPUTH HA cnez(eha nuTama:

a) BPEMEHCKHU pa3Mak u3Mel)y MoHOBIbEHHNX Mepa je

0) BapujadIie Koje Ce BUIIE ITyTa MEepe OJHOCE CE Ha

B) HOBe Bep3Hje (ajiioBa Koju caip)ke MOHOBJbEHA MEpEeha Cy MIMEHOBaHE Kao
Hamnomene:

a nu popmamu u cogpmeep omozyhasajy desmere u 0y20pouHy 6aIUOHOCH NOOAmMaKa?
a [AA
6) He

Axo je 002080p He, 06paznodxcumu

2.1 Merononoruja 3a NpUKyIJbabe/TeHepUCabe MojaTaka
2.1.1. V oxBHpY KOT UCTPa)KUBAUKOTI HALpTa Cy MOJAIH IPUKYIJbEHU?

a) eKCcIepUMEeHT, HABECTH THI . AKBU3HIIMja MPOIIECHUX MOIaTaKa y3 MoMoh eKCIIepUMEeHaTa 32 MEPeHe MPOTOKA,
MIPUTHCKA, HUBOA KOHTaMHHaIdje, 3acuhiema BogoM, SCADA-e; nabopaTopHjcke aHaIH3e yiba, UT/. 3a CBAKH THII
MPUKYIUbakha W 00paje mojaraka Aar je jacHO aedUHKMCAaH MPOTOKOJ YHYyTap JOKTOPCKE AWCEepTalMje paau
MOLITOBaka TPAHCIIAPEHTHOCTH M PENPOTyIUOUITHOCTH.
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0) KOpENaIMoHO UCTPAKUBAKHC, HABECTH THUIL:

I1) aHAJIN3a TEKCTa, HABECTH TUII

) OCTaJ0, HABECTH IIITa

2.1.2 Hasecmu epcme MepHUX UHCMPYMeHAma uiu cmanoapoe nooamaxka chneyuduunux 3a oopeheHy Hayuuy
oucyuniuHy (axo nocmoje).

Mepuu nacrpymentn: Automatic Particle Counter CS1220 HYDAC (ISO 4406); AquaSensor HYDAC AS3000
(ISO 4406); SCADA Siemens cucrem; Wavelength Dispersive X-ray Fluorescence (WDXRF); Karl Fischer
titracija (ASTM D3406-7); Kinematska viskoznost 40°C(ASTM D445-15a); Kinematska viskoznost na 100°C
(ASTM D445-15a); Indeks viskoznosti (ASTM D2270-16); Kiselinski broj — Total Acid Number (TAN) (ASTM
D664-11a); Sadrzaj Zn (ASTM 4927-15).

2.2 KBanuTeT nojaraka ¥ cTaHAapIu
2.2.1. Tperman HenocTajyhux nojaraka

a) Jla mu maTpuna caapxu Henoctajyhe monatke? la HE

Ako je OATOBOp Aa, OATOBOPHUTH Ha cneneha nuTama:

a) Komuku je 6poj HenocTajyhnx momataka? Hema HegocTajyhux momaTaxa.
0) Ja i ce KOpUCHUKY MaTpHIle IPeTopydyje 3aMeHa HenocTajyhnx momaraka? Jla He
B) AKO je oATOBOp I3, HABECTH CyrecTHje 3a TPETMaH 3aMeHe HenocTajyhux mogaTaka

2.2.2. Ha xoju Ha4uH je KOHTPOJIMCAH KBAJIUTET nojaraka? Onucatu

AxBusunyja 1 o0pajia nojaTaka MEpHHUM MHCTPYMEHTHMA je M3BpIIEHA HAa OCHOBY JIaTHX CTaHJap/a 3a yHarpen
HAIOMEHYTH MEpHH MHCTPYMEHT. YHOC MPUMapHUX I10JIaTaka KOjU MoJpa3yMeBajy MeTa-aHali3y U CUCTEMAaTCKH
nperse]] JuTeparype cy MpUKyIbeHN 1 oOpal)eHn npeMa JaTuM MpOTOKOJIMMA Y JIOKTOPATy KpO3 MHKIIY3UBHOM H
€KCKJIy3MBHUM KPHUTEPHjyMHUMa KOjU CE CMATpajy MEepOM KBAJIMTETa MPUKYIIJbEHHUX [10JaTaKa.

2.2.3. Ha xoju HaYuH je U3BpIlicHa KOHTPOJIA yHOCA [ojaTaKa y MaTpuiry?

IIpukynbame
3.1. Tperman U YyBamE rnojiaTaKka

3.1.1. llooayu he 6umu denonosanu y RPpUBAMHOM PEno3umopujymy 00Kmopanmd.

3.1.2. URL adpeca: https://trng-b2share.eudat.eu/records/a5fe550906994289a30b0f6029fc11e6
https://open.uns.ac.rs/handle/123456789/32444

3.1.3.DOI

3.1.4. /la nu he nodayu bumu y omeoperom npucmyny?

a) Ja
0) Ja, anu nocne embapza xoju he mpajamu 0o 01.09.2022
8) He

AKo je 002080p He, Hagecmu pasnoz:.
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3.1.5. Hooayu nehie 6umu denonosanu y penosumopujym, aiu he bumu uyearu.

,,CupoBH noaru™ hie OUTH AEMOHOBAHM Y MIPUBATHOM PEMO3UTOPHUjyMY JOKTOpaHTa, I0K he mojamnu obpaje Koju
cy nmobujenu (mojamu CreKTpopOTOMETPUjCKE aHATU3E YJba, (PU3UYKO-XEMHUjCKE aHAJIU3e yJba, MOJAlH JOOH]CHU
Ha OCHOBY 00pajie, eHEPreTCKH MOIAIH, MT/) aHATU30M, OUTH MPUI0KEHH Y TOKTOPATY.

3.2 Metamoanu 1 TOKyMEHTaIlHja MogaTaka
3.2.1. Koju cranaapy 3a meranojaTtke he Outu npuMemneH?

3.2.1. HaBectn MeTanogaTke Ha OCHOBY KOjUX Cy HOJANHX JACTIOHOBAHH Y PETIO3UTOPUjYM.

Axo je nompebno, Hagecmu memooe Koje ce Kopucme 3a npey3umare n0Oamaxd, aHAIumuyKe u npoyeoypaine
ungopmayuje, UX060 KOOUparve, Oemasbhe onuce sapujadiu, 3anuca umo.

3.3 Crpareruja u CTaHIAP/IH 32 YyBabe MMOIaTaKa

3.3.1. o xor nepruoxa he nogauu Outw dyBaHu y pernozutopujymy? HeorpanmueHo HakoH em6apra.
3.3.2. 1a nu he nmoganu 6utn nenoHosauu mox muppom? Ja HE

3.3.3. la nu he mm¢pa 6utu nocrymra ogpehenom kpyry uctpaxusada? Jla HE

3.3.4. 1a nu ce momamy Mopajy yKIIOHUTH U3 OTBOPEHOT MPUCTYIIa mocie u3BecHor Bpemena? Jla HE

O0paznoxuTu

OBgaj onesbak MOPA OuTH NONyHheH ako Balllk NOAALM YKJbYUY]jy JHYHE IT0/IaTKE KOjH CE€ OJIHOCE Ha YUECHUKE Y
UCTpaXXMBamy. 3a Apyra UCTpaxknBamwa Tpebda Takolhe pa3MOTPUTH 3aIUTUTY M CUT'YPHOCT MOJjaTaKa.

4.1 dopMalTHU CTAaHIAP/IU 32 CUTYPHOCT HH(OpPMAIH]ja/mo1aTaKa

HcTpakuBayn KOjU CIPOBOJIC MCIIUTHBAKA C JbyTUMa MOPajy Ja Ce IPUAP)KaBajy 3aKOHA O 3allITUTH MOJaTakKa o
mmunoctn  (https://www.paragraf.rs/propisi/zakon_o_zastiti podataka o_licnosti.html) wu  oxrosapajyher
HWHCTUTYHHUOHAJIHOT KOACKCA O aKaJICMCKOM UHTCTPUTETY .

4.1.2. la mu je uctpaxxuBame 0100peHo ox crpaHe etnyke komucuje? JJa HE

Axo je onrosop [la, HaBeCTH JaTyM M Ha3MB €THYKE KOMUCH]E KOja je 0JJ00pHiIa HCTPaXKUBAbhe

4.12. Jla 1m Tmomamm yKJbydyjy JMYHE TOoJaTKe y4decHWKa y  ucrtpaxuBamy? [Jla HE
aKO je OIrOBOp J1a, HABEMTE HA KOJU HA4YMH CTE OCUI'YPalU MOBEPJBUBOCT M CUTYPHOCT MH(pOPMAaIHja BE3aHUX 32
HCTIUTaHUKE:

a) [Tomarm HUCY Y OTBOPEHOM NPHUCTYITY

0) [Tomany cy aHOHUMHU3UPAHU
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1) OcraJo, HaBeCTH IITa

5.1. Ilooayu ke bumu

a) jagno docmyntu

0) docmynHu camo YyCKOM Kpyzy UCIPadicusaua y obpebeuoi Havlmoi obaacmu

y) 3ameopeHu

Axo cy nodayu 00cmynnu camo ycKom Kpyey UCmpajicueaid, Hagecmu noo Kojum ycioeuma Moy oa ux Kopucme:

Axo cy nodayu Oocmynnu camo YCKOM Kpy2y UCIPAXNCUBAYA, HABECTU HA KOju HAYUH MOZY RPUCYNUMU
nooayuma:

5.4. Hasecmu nuyenyy noo kojom he npuxynsoenu nooayu Oumu apxueupanu.

Creative Commons CC-BY-NC-ND 4.0

6.1. Hasecmu ume u npezume u meji aopecy 61acHUKa (aymopa) nooamaxa

Mapko Opormak, 0rosnjak@uns.ac.rs

6.2. Hasecmu ume u npesume u Meji aopecy 0cobe Koja 00paacasa Mampuyy ¢ nooayuma

Mapko Opormak, 0rosnjak@uns.ac.rs

6.3. Hasecmu ume u npesume u meji aopecy ocobe koja omozyhyje npucmyn nooayuma Opyum uCmpaicusayumd

Mapko Opormak, 0rosnjak@uns.ac.rs
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