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Abstract

Modern systems are constantly under cyber and physical threats. The
harm that can be done to power grids, transport networks, and infor-
mation and communication systems is indescribable. These systems
are essential for the maintenance of vital societal functions, and their
malfunction may negatively impact the security of one country and
its citizens. We call them Critical Infrastructure systems. To protect
them, they must implement sophisticated security controls. Doing this
without guidance or traceability can create a false sense of security.
Security standards, guidelines, and regulations provide a systematic
approach to protecting critical assets. They facilitate security knowl-
edge and best practices that can provide a satisfactory level of security.
The emergence of new threats forces regulatory bodies to increase
the number of standards. Often, product providers that operate in
multiple geographical regions face the obligation to comply with multi-
ple standards simultaneously. This situation can introduce ambiguity
within organizations regarding which standards they should align with
and understand their similarities and differences. These activities also
include planning, prioritizing, and tracking requirement implementa-
tion. Further, to enhance the security of the system or organization
by satisfying security requirements, understanding the risks that they
must address is essential. We address these issues and provide steps
for conducting the mentioned activities through this research.

We perform a comprehensive analysis of the requirements from
different security standards and guidelines. We find that the structure



of the requirements is similar and propose the definition of an exten-
sible model that can represent new requirements from the arbitrary
standards applicable to the critical infrastructure sectors. During the
analysis, we go through the existing models, frameworks, and tools to
detect their advantages and limitations to accumulate that knowledge
and propose solutions. We define our methodology for model definition
and its extension. It starts with the description of security standards,
guidelines, and regulations selection process. Further, we discuss the
outputs of the analysis and how they can be used as elements of our
model. Then we define our implementation prioritization criteria. It
relies on four factors: risk assessment results, essence levels of the
requirements set that is analyzed, dependency graph of the social ac-
tors involved in the implementation, and the domain affiliation of the
requirements. Next, we present the framework that uses the proposed
model to confirm the practical applicability of the model and to identify
its advantages and eventual limitations. For each framework activity,
we present security concepts and explain their contribution. Finally,
we evaluate our approach through a case study where we demonstrate
the applicability of the model and framework to the one Smart Grid
standard.

Keywords: Critical Infrastructure Protection, standards, standard
compliance, security requirements, requirement prioritization
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Rezime

U proteklim decenijama, sistemi koji treba da olaksaju svakodnevni
zivot pogodeni su promenama koja je donela digitalna revolucija. U-
pravljanje potrosnjom dobara poput elektri¢ne energije, nafte, gasa,
ili vode postalo je mnogo lakse i efikasnije. Upravo takvi sistemi pre-
dstavljaju mete od interesa za maliciozne aktere, koji vodeni raznim
motivima podsti¢u na digitalni rat. Zbog toga organizacije posebnu
paznju posvecuju bezbednosti svojih sistema i resursa. Ovde se posebno
isti¢u sistemi koji se zajednickim imenom nazivaju kriti¢ne infrastru-
kture (engl. Critical Infrastructure). Evropska komisija definise kriti¢ne
infrastrukture kao resurse ili sisteme koji su sustinski vazni za odrzZa-
vange vitalnih drustvenih funkcija i nad kojima nacinjena Steta, usled
prirodnih katastrofa, terorizma, kriminalnih aktivnosti ili malicioznih
radnji, moZe imati dalekosezZni negativni uticaj po bezbednost Fuvropske
Unije i opste dobro njenih stanovnika |9]. U tu grupu spadaju sistemi
elektri¢nih mreza, vode, gasa i nafte, nuklearni, transportni, hemijski,
zdravstveni, finansijski sistemi i mnogi drugi. Akcenat ove disertacije
je upravo na prepoznavanju i reSavanju nekih od bezbednosnih izazova
sa kojima se takvi sistemi susrecu.

Napadi su sve viSe usredsredeni na operacione tehnologije (engl.
Operatation Technology — OT) i industrijske kontrolne sisteme (engl.
Industrial Control Systems — ICS) koji se koriste za upravljanje
kriti¢nim infrastrukturama. Godinama unazad, sektori kriti¢nih infra-
struktura postali su dosta zavisni od industrijskih kontrolnih sistema
kao 8to su SCADA (engl. Supervisory Control and Data Acquisiton),
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PLC (engl. Programmable Logic Controllers) i distribuiranih kontro-
Inih sistema (engl. Distributed Control Systems — DCS) za nadzor,
kontrolu i upravljanje fizickim uredajima poput senzora, pumpi, ventila,
brojila, itd. Takode, ovi sistemi se Cesto integrisu sa drugim sistemima
namenjenim za poslovanje kao $to su platni sistemi, informacioni si-
stemi, kao i svi drugi koji pored namenskog (industrijskog) zahtevaju
koris¢enje i hardvera i softvera opsSte namene. Komunikacija izmedu
takvih sistema postaje neizbezna, ali ujedno stvara i veliki izazov da
se sistemi adekvatno obezbede. U proslosti su se sistemi kriti¢nih
infrastruktura projektovali sa fokusom na bezbednost, pouzdanost i
dostupnost, pri ¢emu su glavne bezbednosne kontrole bile fizicke kapije
i brave. Time je stvorena pogresna slika da su sistemi bezbedni i da se
njihova bezbednost ne treba unapredivati. Ovome doprinosi i ¢injenica
da u javnosti nije bilo previse informacija o napadima do pre nesto vise
od jedne decenije. Stuxnet je jedan od najpoznatijih i najkomplikovani-
jih napada na industrijske kontrolne sisteme otkriven 2010. godine [24].
Cilj napada bio je da se nanese Steta iranskim nuklearnim sistemima.
Meta su bile Windows masine povezane sa PLC kontrolerima gde je
preko 14000 masina inficirano iskoris¢avanjem ranjivosti i postepenim
napredovanjem kroz celokupni sistem. Sli¢nih primera ima jos, ali
uglavnom sa malo tehnickih detalja. Luiijf i Klaver opisuju alat sa
bazom podataka o incidentima u sistemima Kkriti¢nih infrastruktura
koja je popunjavana u intervalu od 15 godina, gde navode da je ve¢ina
informacija dosla iz medija i zvani¢nih izvestaja koji nisu bili toliko
detaljni [31]. Zbog svoje velike vaznosti, energetski sektor se navodi kao
jedna od glavnih meta napada u sklopu kriti¢nih infrastruktura. Centar
za studije rizika Univerziteta u Kembridzu i osiguravajuca kuca Lloyd
kreirali su hipoteticki scenario za nestanak struje u Sjedinjenim Ame-
rickim Drzavama koji bi mogao da pogodi americku ekonomiju sa 243
milijarde dolara Stete, a koja se u najekstremnijoj verziji moze popeti
na hiljadu milijardi [32]. Kako bi se ublazila potencijalna Steta, svi ti
sistemi moraju biti zasti¢eni postavljanjem bezbednosnih mehanizama
i odrzavanjem bezbednosti na svim slojevima sistema (engl. defense
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in depth). Primenjeni mehanizmi doprinose zastiti ljudi, procesa i
tehnologija koje se koriste. Podizanje bezbednosnih postavki organi-
zacija i kriti¢nih sistema moze se ostvariti kombinovanjem razli¢itih
pristupa neophodnih za o¢uvanje nacionalne bezbednosti i ekonomije.
Svi mehanizmi zajedno mogu se posmatrati kao principi zastite kri-
ti¢nih infrastruktura (engl. Critical Infrastructure Protection — CIP),
a mogu se posti¢i koris¢enjem razlic¢itih tehnika [45]:

e Sirenjem baze znanja i razmenom informacija;

e redovnom procenom ranjivosti sistema i pojacavanjem bezbe-
dnosnih kontrola;

e testiranjem razli¢itih hipotetickih scenarija napada i odbrana;
e redovnom revizijom koris¢enih bezbednosnih kontrola;

e implementacijom bezbednosnih kontrola definisanih kroz zahteve
relevantnih bezbednosnih standarda.

Razmena informacija jedan je od pristupa za Sirenje baze znanja
o novim trendovima na poljima napadackih i odbrambenih tehnika.
Ova aktivnost prepoznata je i na nacionalnom nivou, te danas postoje
organizacije poput nacionalnih CERT tela (engl. Computer Emergency
Response Team) ili jo§ specifi¢nijih tela poput Centra za analizu i
razmenu informacija o elektri¢noj energiji u Sjedinjenim Americkim
Drzavama (engl. Electricity Information Sharing and Analysis Center —
E-ISAC), Centra za analizu i razmenu informacija o nafti i prirodnom
gasu (engl. Oil and Natural Gas Information Sharing and Analysis
Center — ONG-ISAC) i sli¢nih tela u zemljama Evropske Unije, Japanu,
Kanadi, itd. Ovakav vid saradnje predstavlja dobar pristup za jacanje
veza izmedu razli¢itih entiteta kriti¢nih infrastruktura. Ucesnici u
razmeni informacija su razni, od drzavnih tela, preko privatnih si-
stema kriti¢nih infrastruktura i I'T kompanija, do nezavisnih istrazivaca.
Razmena informacija moze imati i negativne efekte na kompanije.
Campbell i drugi [53] u svojoj studiji ispituju ekonomske posledice po



organizacije posle objava o bezbednosnim propustima i nalaze dokaze
o negativnom uticaju na cene akcija na berzi.

Odeljenje za unutrasnju bezbednost Sjedinjenih Americkih Drzava
(engl. The United States Department of Homeland Security) objavilo
je u svojim dokumentima nacionalnu bezbednosnu strategiju koja pre-
poznaje procene ranjivosti sistema kao kljucne aktivnosti za zastitu
kriti¢nih infrastruktura [55, 56]. Redovne procene ranjivosti sistema
i ofanzivno penetraciono testiranje su aktivnosti koje treba redovno
sprovoditi i koje omogucuju unapredenje zrelosti postavljenih odbra-
mbenih mehanizama. Posto su ove tehnike invazivne, ne preporucuje
se njihovo izvodenje u produkcionom okruzenju, ve¢ u odgovarajuéim
sistemima za testiranje [58|. Prednosti redovnih sprovodenja ovih
aktivnosti su razne: identifikacija poznatih ranjivosti pre napadaca,
kreiranje spiska inventara svih koriS¢enih uredaja u mrezi, prepozna-
vanje rizika koji postoje u sistemu, usteda vremena i resursa, usaglasa-
vanje sa zahtevima bezbednosnih standarda i regulativa, itd. Koristeci
rezultate ovih aktivnosti moguée je i kvantifikovati verovatnoéu na-
pada [63].

Testiranje razli¢itih hipotetickih scenarija napada i odbrana dodatni
je pristup koji moze imati svoje prednosti za podizanje spremnosti
organizacija za pravovremene reakcije. Ove aktivnosti mogu se organi-
zovati na nacionalnom nivou ili samo sa pojedinim organizacijama koje
upravljaju kriti¢nim sistemima. Franchina i drugi [65] navode da je
jedan od nacina za zastitu kriti¢nih infrastruktura implementacija pro-
grama edukacije i organizovanja treninga iz oblasti bezbednosti. Kao
primere prezentuju razlic¢ite aktivne i pasivne tehnike od organizovanja
seminara, do vezbi koje se izvode uz pomo¢ racunara i specijalizovanih
softvera. U energetskom sektoru su poznati dogadaji poput GridEx [68|
koji organizuje NERC (engl. North American Electric Reliability Cor-
poration) i Cyber Storm [69] koji organizuje CISA (engl. Cybersecurity
and Infrastructure Security Agency).

Redovne revizije predstavljaju sistemski pristup ispitivanju bezbe-
dnosti organizacije, njenih zaposlenih, procesa i sistema. One ukljuc¢uju
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provere koris¢enih bezbednosnih kontrola, upravljackih praksi, prepo-
znatih rizika i uskladenosti sa razli¢itim standardima i regulativama
na nivou sistema ili kompletne organizacije. Revizije su zamisljene kao
formalniji vid provere koji se sastoji od prolaska kroz listu zahteva koja
proverava da li su bezbednosni mehanizmi implementirani i funkcionisu
kako je to definisano razli¢itim standardima ili najboljim preporukama.
Potreba za bezbednosnim revizijama moze biti vodenja razli¢itim mo-
tivima, od toga da se prethodno desio bezbednosni incident, do promena
koje diktiraju standardi uvodenjem novih i redefinisanjem postojeé¢ih
zahteva. Sa druge strane, sprovodenje bezbednosnih revizija ima i
dosta prednosti poSto se na taj nacin formalno testiraju bezbednosne
kontrole, identifikuju procepi u bezbednosnim postavkama, proverava
uskladenost sa standardima i najvaznije, navodi na redovno sprovodenje
analize rizika.

Drzave sirom sveta prepoznale su vaznost rac¢unarske bezbednosti i
u te svrhe razvijeni su razliciti standardi, regulative i preporuke koje ée
specificirati odgovarajuce bezbednosne zahteve. Bezbednosni standardi
i preporuke publikovani od strane eminentnih tela kao $to su ISO (engl.
International Organization for Standardization), NIST (engl. National
Institute of Standards and Technology) i Centar za Internet bezbednost
(engl. Center for Internet Security — CIS) predstavljaju vazne kolekcije
akumuliranog znanja pretocenog u formalne zahteve koji mogu da
pomognu vladinim i privatnim organizacijama ne samo da povecaju
nivo bezbednosti svojih kriti¢nih infrastruktura, ve¢ i da dobiju javnu
potvrdu za to u vidu priznatih sertifikata. Prvi standardi bili su vise
tehnicki orijentisani poput tzv. “Narandzaste knjige” (engl. the Orange
Book) [73] i provera usaglasenosti bezbednosnih kontrola sa zahtevima
bila je mnogo rigoroznija. Proces sertifikacije sprovodili su drzavni
organi, a procenu su radili eksperti u saradnji sa samim korisnicima.
Kasnije je doslo do ekspanzije broja standarda i stru¢nih smernica koji
su u zahtevima razmatrali i menadzerske aspekte. Negativna strana
povecavanja broja raspolozivih standarda je pad u transparentnost
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pri evaluaciji. Danas postoje sertifikacione kuce koje vrse usluge pro-
vere usaglaSenosti sa zahtevima. One mogu da iskljuce korisnike iz
samog procesa sertifikacije i definiSu svoje kriterijume za procenu kao
i cenu usluge. Bez obzira na proces sertifikacije, vec¢i broj zahteva
obezbedio je vec¢u pokrivenost domena koji treba da budu zastic¢eni.
Implementacijom standardizovanih kontrola propisanih standardima
dobija se veé¢e poverenje klijenata, snabdevaca i partnera u sposobnost
organizacije da reaguje na nove bezbednosne izazove. Ipak, u praksi se
ispostavlja da sistematski pristup o¢uvanju bezbednosti koji standardi
propisuju nije zaziveo. Izvestaj americ¢kih drzavnih tela [81| pokazuje
da su svega tri sektora kriti¢nih infrastruktura (sistemi voda i otpa-
dnih voda, drzavne ustanove i vojne industrijske baze) u ve¢oj meri
poprimile upotrebu NIST radnog okvira za unapredenje bezbednosti
kriti¢nih infrastruktura (engl. Framework for Improving Critical Infras-
tructure Cybersecurity) koji vazi za jedan sveobuhvatan skup smernica
za oCuvanje bezbednosti sistema [82].

Bitno je napomenuti da se prethodno pomenute revizije i standardi
u velikom broju slu¢ajeva dopunjuju. Obi¢no zvani¢ne revizije koje za
cilj imaju sertifikaciju organizacije ili sistema prate zahteve odredenih
standarda koji su u Sirokoj upotrebi i imaju uglavnom zadovoljavajuéu
strukturu. Odabir i implementacija kontrola za uspesno zadovoljenje
propisanih zahteva ume da bude dosta kompleksan postupak. Veéini
inZenjera fali potrebno znanje [90] i to moZe dovesti do kreiranja sistema
koji su nebezbedni i podlozni greskama [91]|. Organizacije se obi¢no u
startu opredele za jedan primarni standard sa kojim se usaglasavaju.
éinjenica je da razliciti standardi izdati od strane razli¢itih priznatih
nacionalnih, regionalnih i internacionalnih tela imaju sli¢ne zahteve. To
moze stvoriti dilemu sa kojim standardom se uskladiti i razumeti koje
su sli¢nosti i razlike izmedu ponudenih opcija. Jedan na¢in na koji bi
se ovo moglo resiti jeste da se standardi medusobno uporede. Ova akti-
vnost podrazumeva uporednu analizu zahteva ¢ijom implementacijom
¢e se dobiti visi nivo zastite u odnosu na propratne troskove i napor koji
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je potrebno uloZiti za to [45]. SloZenost ovog postupka raste sa poveca-
njem broja standarda jer proces poredenja svakog standarda sa svakim
postaje neskalabilan. Organizacije koje posluju u vise drzava vrlo ¢esto
se susrec¢u sa obavezama da budu uskladene sa vise nacionalnih i re-
gionalnih standarda u isto vreme. Takode, priprema za implementaciju,
interne revizije i sprovodenje analize rizika mogu biti veoma izazovne
aktivnosti. Analiza rizika se ponekad radi nesinhronizovano sa bezbe-
dnosnim aktivnostima uglavnom zbog prirode organizacione strukture
umesto da ove aktivnosti budu blisko povezane.

Ovo istrazivanje inspirisano je izazovima koji su vezani za rad
sa zahtevima razli¢itih bezbednosnih standarda. Kao resenje za pro-
blem uporedne analize zahteva iz vise razli¢itih standarda, definisan je
prosirivi model koji moze da predstavi nove bezbednosne zahteve koji
su primenjivi na kriti¢ne infrastrukture. Model bi se mogao Kkoristiti u
aplikacijama koje bi pomogle u rezonovanju o razli¢itim standardima,
kao i prioritizaciji i pra¢enju implementacije bezbednosnih kontrola u
cilju zadovoljenja zahteva.

U nastavku je definisan problem koji ova disertacija obraduje kroz
slede¢a dva istrazivacka pitanja:

(1) Da li se moze razviti prosiriv model za reprezentaciju zahteva iz
bezbednosnih standarda primenjivih na kriti¢ne infrastrukture?

(2) Kako se mogu dobiti informacije o zrelosti bezbednosne infra-
strukture organizacije ili sistema u odnosu na zahteve definisane
u proizvoljnim bezbednosnim standardima, a da se pri tom koristi
domensko i organizaciono znanje za sprovodenje analize rizika,
planiranje i prac¢enje unapredenja bezbednosti?

Na osnovu prethodno definisanih istrazivackih pitanja i motivacija,
definisane su sledece hipoteze:

(1) Hipoteza: Moguce je definisati model za reprezentaciju zahteva
1z razlicitih bezbednosnih standarda, strucnih smernica i requlativa
za kriticne infrastrukture. Model treba da omoguci predstavijanje
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(2)

prikladnih informacija koje su zajednicke za zahteve iz razlicitih
publikacija, © time se dozvoli njihova unakrsna komparacija.

Hipoteza: Moguce je definisati kriterijume za prioritizaciju
zahteva, da pored rizika, ukljucuju kompleksnost koju unose zavi-
snosti izmedu razlicitih uloga ucesnika iz organizacione strukture
zaduZenih za implementaciju zahteva, nivo vaznosti zahteva za
uskladenost 1 pripadnost zahteva odredenom domenu.

Hipoteza: Moguce je prosiriti model da pruZa jedinstveni do-
mensko-oriyjentisani pogled koji dozvoljava istovremeno pracenje
implementacije slicnih zahteva izabranih 1z razlicitih bezbednosnih
standarda, strucnih smernica i requlativa za kriticne infrastru-
kture.

Iz prethodno definisanih hipoteza izvode se primarni ciljevi ove
disertacije pri ¢emu ocekivani rezultati ukljucuju sledece:

(1)

Definisanje modela koji uniformno predstavilja gradivne jedinice
bezbednosnih zahteva koji su definisant u razlicitim publikacijama.
Ovaj cilj odnosi se na prvo istrazivacko pitanje, a obraden je kroz
Poglavlje 3.

Prosirenje modela komponentama za istovremeno pracenje i pri-
oritizaciju implementacije slicnih zahteva izabranih iz razlicitih
bezbednosnih standarda, strucnih smernica i requlativa za kriticne
infrastrukture. Ouvaj cilj odnosi se na drugo istrazivacko pitange,
a obraden je kroz Poglavlje 3.

Konstrukcija radnog okvira u skladu sa predloZenim modelom, kao
1 validacija kojom bi se potuvrdila prakticna primenljivost nave-
denog modela i identifikovale sve njegove prednosti i eventualni
nedostaci. Detalji ovog cilja obradeni su kroz Poglavlje 4.

Ovim istrazivanjem predstavlja se jedno moguce resenje za definisanje
modela koji ima sve relevantne elemente za adekvatno predstavljanje



bezbednosnih zahteva iz razli¢itih tipova publikacija, kao i njihovo
medusobno poredenje u cilju planiranja i prac¢enja implementacije.
Definisani su kriterijumi za prioritizaciju odabira zahteva za imple-
mentaciju koji direktno zavise od cetiri faktora: rezultata analize rizika,
zavisnosti izmedu ucesnika zaduzenih za implementaciju zahteva, nivoa
vaznosti zahteva za uskladenost i pripadnosti zahteva odgovarajuéem
domenu. Primenom ovakvog modela moguce je dovesti informacije iz
razli¢itih publikacija u standardizovani oblik koji ¢e dalje olak3ati rad
i softversku automatizaciju. Radni okvir baziran je na prethodnom
modelu i sadrzi niz koraka koji vode korisnike kroz proces analize, plani-
ranja i pra¢enja zadovoljenja bezbednosnih zahteva. Takode, moze
posluziti kao osnova za alat koji bi automatizovao aktivnosti koje se
odnose na popunjavanje baze novim zahtevima, klasifikaciju zahteva u
odgovarajuce domene, analizu zahteva i kvantifikaciju rezultata sprove-
denih revizija.

Model i radni okvir mogu koristiti organizacije koje softver ili
usluge nude u vise geografskih regiona kako bi demonstrirale svoju
bezbednosnu uskladenost sa vise standarda, stru¢nih smernica ili re-
gulativa ¢iji su zahtevi definisani na razli¢itim nivoima detalja, kao i
svi ostali koji Zele da razumeju sta su i kako izgledaju standardizovani
bezbednosni zahtevi. Takode, pruzena je moguénost planiranja pri-
oritizacije implementacije bezbednosnih zahteva odabranih standarda
koja ukljucuje i sprovodenje analize rizika, te predloZeno resenje mogu
koristiti i svi ostali pruzaoci usluga koji Zele da povecaju zrelost bezbe-
dnosti svoje organizacije ili sistema. Deo modela za opis bezbednosnih
zahteva moze biti pretocen i koris¢en kao format za razmenu bezbe-
dnosnih zahteva izmedu aplikacija kojima je primarna namena upravo
rad sa bezbednosnim zahtevima u cilju kreiranja bezbednosnih planova
za organizacije ili sisteme.

Disertacija je organizovana u pet poglavlja. U Poglavlju 1 dat
je detaljan opis motivacije iz prethodnog dela rezimea. Takode su
definisana istrazivacka pitanja i hipoteze na koje se odgovara.

Poglavlje 2 daje pregled relevantne literature iz oblasti disertacije.
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U cilju razmatranja prve hipoteze i prvog istrazivackog pitanja, i-
strazuju se modeli za prezentaciju bezbednosnih zahteva, sto je tema
odeljka 2.1. Nhlabatsi i drugi [96] klasifikuju pristupe za modelovanje
u Cetiri klase: pristupi zasnovani na ciljevima, zasnovani na modelima,
problemski orijentisani i procesno orijentisani. Pristupi zasnovani na ci-
ljevima detektuju i koriste ciljeve za odredivanje bezbednosnih zahteva.
Znacajni predstavnici su Secure Tropos [97, 98| i antimodeli [100].
Secure Tropos proSiruje metod agentski orijentisanog razvoja softvera
Tropos [99] bezbednosnim konceptima poput bezbednosnih ogranicenja,
zavisnosti, ciljeva i bezbednih entiteta. Antimodeli konstruisu dva mo-
dela, zeljeni i antimodel pun ranjivosti koje su potrebne da bi se ostvarili
anticiljevi. Na taj nacin, rezultati dva modela se akumuliraju kako bi
se definisali novi bezbednosni zahtevi. Pristupi zasnovani na modelima
zagovaraju da pravljenje modela pomaZe u razumevanju problema koji
se reSava. Predstavnici ovog pristupa su UML ekstenzije UMLSec [102]
i SecureUML [103] obogacene bezbednosnim simbolima. Problemski
orijentisani pristupi nude alate za analizu problema koji nosi razvoj
softvera. Lin i drugi [105] defini§u zahteve malicioznih korisnika koje
treba spreciti na osnovu kojih se izvode bezbednosnih zahtevi koje
treba zadovoljiti. Procesno orijentisani pristupi zagovaraju pristupe
koji se zasnivaju na viSe koraka koje treba obaviti u analizi bezbe-
dnosnih zahteva. Jedan takav pristup je System Quality Requirements
Engineering (SQUARE) koji u devet koraka nudi mehanizme za izbor,
kategorizaciju i prioritizaciju bezbednosnih zahteva primenjivih na
informacione sisteme i aplikacije [109]. Analizom razli¢itih modela
identifikovani su sledec¢i koncepti neophodni za oc¢uvanje bezbednosti
organizacija i sistema: bezbednosni zahtevi, imovina kojom se raspolaze,
pretnje, bezbednosni ciljevi, bezbednosne kontrole, ranjivosti i rizici.
U literaturi se moze naéi nekoliko pokusaja da se na osnovu ovih
koncepata napravi jedinstveni model primenjiv na bezbednosne sta-
ndarde. Beckers i drugi [121] defini§u konceptualni model koji sadrzi
koncepte izdvojene iz razli¢itih standarda. Autori kreiraju obrazac ¢iji
delovi odgovaraju konceptualnom modelu. Ovaj pristup omogucava

xil



korisnicima da na vrlo visokom nivou porede standarde kako bi se
odludili za jedan koji ¢e dalje pratiti. Model je zasnovan na konceptima
iz nekolicine standarda koji su po tipu i strukturi isti, te je koli¢ina
informacija dobijena ovim putem nedovoljna da bi model zaziveo u
siroj upotrebi. NIST Cybersecurity Framework (CSF) definise jo$
jedan pogled kroz koji se mogu analizirati bezbednosni zahtevi [82].
U pitanju je troslojni radni okvir koji definiSe aktivnosti potrebne
za dostizanje bezbednosnih ciljeva, interpretaciju i upravljanje bezbe-
dnosnim rizicima i prilagodavanje svih aktivnosti organizacije koja ga
praktikuje. CSF svojim konceptima idejno dosta utice na resenje koje
je prezentovano u ovoj disertaciji. Radni okvir definise domene u koje
se svrstavaju bezbednosni zahtevi na osnovu funkcija koje imaju u
procesu zaStite sistema i nudi primere za nekoliko poznatih standarda.
Predlozeni pogled kroz funkcije moze biti prilicno krut za pojedine
zahteve i posledi¢no onemogucava finiju granulaciju pri klasifikaciji
zahteva. Daljim pregledom postojece literature [125, 127, 128|, moze
se zakljuciti da postoji veliki broj standarda iz oblasti bezbednosti koji
specificiraju zahteve na organizacionom ili sistemskom nivou i to na
razli¢itim nivoima detalja. Ovi radovi se ne bave direktno modelima
za prezentaciju bezbednosnih zahteva ali daju smernice na koji nacin
analizirati standarde.

Odeljak 2.2 opisuje analizu softverskih alata koji za cilj imaju
samostalne procene otpornosti na napade i uskladenost sa standar-
dima [129]. Analiza ovih alata je bitna zbog na¢ina na koji se upotre-
bljavaju kao i elemenata koje poseduju, a koji su znacajni za model
koji se u disertaciji definie. Od svih analiziranih alata, najkompletniji
je Cyber Security Evaluation Tool (CSET) koji moze posluziti kao
centralizovana baza bezbednosnih zahteva [130]. Posto je alat name-
njen za samostalnu procenu uskladenosti bezbednosti sa bezbednosnim
zahtevima, definiSe niz koraka koje treba odraditi pre evaluacije i do-
bijanja rezultata. Evaluacija bezbednosne postavke poc¢inje biranjem
nivoa bezbednosti koji se cilja kako bi se adekvatan upitnik prikazao
korisniku. Takode, alat dozvoljava korisniku da odabere standarde
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u odnosu na koje se vrsi procena kao i moguénost da se arhitektura
evaluiranog sistema nacrta kako bi se stavio poseban akcenat na po-
jedine komponente. Od korisnika se zahteva da na svako pitanje da
odgovor i prilozi dokument koji ga potkrepljuje. Na kraju se prikazuje
rezultat koji sadrzi informacije o procentu uskladenosti sistema sa
zahtevima kao i prioritet kojim treba adresirati zahteve koji nisu i-
spunjeni. Alat ima i odredena ogranicenja. Analiza je vise okrenuta
individualnim komponentama nego celokupnom sistemu koji se evaluira
zbog Cega graficki prikaz arhitekture ima vrlo malu vrednost. Iako
je moguce oznaciti vise standarda pri pokretanju upitnika, uporedna
analiza dva ili vise standarda nije moguca, veé¢ se odgovori na svaki
zahtev moraju dati odvojeno iako su neki zahtevi isti ili dovoljno sli¢ni
da je isti odgovor primenjiv. Takode, nejasni su kriterijumi rangi-
ranja neispunjenih zahteva $to dodatno limitira korisé¢enje ovog alata.
Sli¢ni alati poput Control System Cyber Security Self-Assessment Tool
(CS2SAT) [133] i Cyber Resilience Review Self-Assessment Package
(CRR) [134] imaju jo$ jednostavniju izvedbu. Sa druge strane, ideja
koju nudi Open Security Controls Assessment Language (OSCAL), iako
u ranoj fazi razvoja, ¢ini se obec¢avaju¢om [140]. OSCAL nudi Semu za
razmenu informacija o bezbednosnim planovima i izvestajima izrazenu
u eXtensible Markup Language (XML), JavaScript Object Notation
(JSON), i YAML Ain’t Markup Language (YAML) formatima. Takode
je pogodna za razmenu bezbednosnih zahteva iz razlicitih standarda
izmedu aplikacija. Sema je prilicno kompleksna i upotreba pojedinih
elemenata koji bi trebali da obezbede prosirivost bezbednosnih zahteva
jos uvek nije dokumentovana. U trenutnoj fazi razvoja, fokus Seme
je stavljen samo na nekolicinu standarda koji su u upotrebi najvise u
Sjedinjenim Americkim Drzavama.

U cilju razmatranja druge hipoteze i drugog istrazivackog pitanja,
u narednim odeljcima istrazuju se postoje¢i mehanizmi kao kandidati
za proSirenje naseg osnovnog modela. U odeljku 2.3 predstavljeni su
najuticajniji modeli kojima se moze opisati zrelost sistema. Gilsinn i
Schierholz su uveli koncept vektora nivoa bezbednosti kako bi opisali
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faktore zastite koji su potrebni da bi se sistem obezbedio [142|. Ovi
nivoi predstavljaju kvalitativni pristup za definisanje zrelosti sistema.
Postoji ¢etiri tipa nivoa: ciljani, planirani, postignuti i nivo za koji
sistem ima mehanizme da ga dostigne. Svakom tipu nivoa moze biti
pridruzena jedna od cetiri vrednosti koja opisuje koji nivo zastite
sistema organizacija moze da ocekuje:

e Nivo 1 — podrazumeva zaStitu od jednostavnog i slucajnog
naruSavanja bezbednosti izazvanih loSe definisanim polisama i
procedurama;

e Nivo 2 — podrazumeva zastitu od namernog narusavanja bezbe-
dnosti pomoéu jednostavnih napadackih tehnika;

e Nivo 3 — podrazumeva zastitu od namernog narusavanja bezbe-
dnosti pomocu sofisticiranih napadackih tehnika za koje napadac
mora imati odredeno domensko znanje;

e Nivo 4 — podrazumeva zastitu od namernog narusavanja bezbe-
dnosti pomocu Sirokog spektra sofisticiranih napadackih tehnika
za koje napada¢ mora imati odredeno domensko znanje i znacajne
resurse.

Sa druge strane, Cybersecurity Capability Maturity Model (C2M2) je
viSe okrenut organizacijama i njihovom bezbednosnim programima [143].
Pruza smernice za evaluaciju praksi, procesa i bezbednosnih kontro-
la koje organizacija koristi. Capability Maturity Model Integration
(CMMI) je jos opstiji jer se moze primeniti na bilo koje procese, ne
isklju¢ivo bezbednosne [141]. Oba modela definisu sli¢ne skale kojima
se opisuje nivo zrelosti procesa pocevsi od nepostojanja istih, do ade-
kvatno definisanih, redovno praktikovanih i unapredivanih. Rezultat
procene na kojem se nivou zrelosti nalaze bezbednosne kontrole i pro-
cesi koji se koriste u organizaciji i primenjuju na sistemima izuzetno
je vazan pokazatelj u kojim segmentima organizacija treba da radi
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na podizanju nivoa bezbednosti koji bi bio u skladu sa postavljenim
ciljevima poslovanja.

U odeljku 2.4 prezentovani su ¢esto koriS¢eni nac¢ini za analizu rizika
kao jedne od glavnih aktivnosti koje treba sprovoditi u cilju poboljsanja
bezbednosti. Detaljno su predstavljena dva standardizovana pristupa —
NIST SP 800-30 Revision 1 [116] i ISO/IEC 27005:2011 [146]. NIST SP
800-30 pruza smernice za sprovodenje procene rizika federalnih sistema
i organizacija organizovane u nekoliko koraka. Sadrzi obiman skup
ranjivosti i pretnji koje mogu da postoje u sistemu. Takode, nudi nacin
da se i kvantitativno izrazi rizik kao proizvod verovatnoce da ¢e pretnja
iskoristiti ranjivost sistema i uticaja koji ¢e imati na poslovanje. Ovo
je najcesc¢i nacin za kvantifikaciju rizika i kod drugih metoda. ISO/IEC
27005:2011 daje smernice za proces upravljanja rizikom za organizacije
koje implementiraju svoj Information Security Management System
(ISMS) u skladu sa standardom ISO/IEC 27001. Takode, nudi smernice
za izrazavanje rizika na kvantitativan i kvalitativan nac¢in. Poput NIST
SP 800-30, ISO/IEC 27005:2011 sadrzi obiman skup pretnji i ranjivosti
koji se mogu koristiti kako baza znanja pri sprovodenju analize rizika.

Kako je tema disertacije i prioritizacija implementacije bezbedno-
snih zahteva, postojeé¢e tehnike su takode analizirane u odeljku 2.5.
Postoje razli¢ite metode za prioritizaciju razli¢itih zahteva [155], pri
¢emu se vecina predlozenih metoda moze primeniti i na bezbednosne
zahteve. Achimugu i drugi [156] navode da su mnoge od postojecih
tehnika sklone greskama, tesko se skaliraju i nedovoljno ukljucuju
ljudski faktor pri definisanju prioriteta. U osnovi veéine postojeéih
pristupa koriste se metode za donosenje odluka na osnovu skupa kri-
terijjuma poput analitickog hijerarhijskog procesa (engl. Analytical
Hierarchy Process - AHP) [159], TOPSIS (engl. Technique for Or-
der Preference by Similarity to the Ideal Solution) [160] i SAW (engl.
Simple Additive Weighting) [161]. AHP pokusava da pojednostavi
procenu u skladu sa svim definisanim kriterijumima tako Sto formira
hijerarhije, medusobno poredi relevantne kriterijume u hijerarhiji i
skuplja rezultate koje dodatno opisuje tezinama. TOPSIS zahteva
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racunanje najduze i najkrac¢e udaljenosti od negativnog i pozitivnog
idealnog resenja, respektivno. Svakom kriterijumu pridruzuje tezinu i
ra¢una geometrijsko rastojanje izmedu ponudenih alternativa i alterna-
tive koja ima najbolji rezultat po svakom kriterijumu. SAW metoda
definiSe da se zavrsni rezultat svake alternative izmedu kojih se bira
racuna kao suma svih proizvoda kriterijuma kojima su dodate tezine
relativne u odnosu na svaki od kriterijuma. Sva tri pristupa koriste
tezinske faktore u odlucivanju te se oni moraju adekvatno rasporediti.
Analiza literature koja pokriva pitanje prioritizacije zahteva pokazala je
da se razliciti faktori moraju uzeti u obzir. Ti faktori ukljuc¢uju lakoéu
kojom se kriterijumi mogu koristiti, koji je nivo ukljucenosti korisnika
koji ucestvuju u samoj implementaciji, koliko precizni rezultati moraju
biti i kako analiza rizika moze da uti¢e na prioritet.

Poglavlje 3 ¢ini glavni deo ove disertacije. U ovom poglavlju
predstavljena je metodologija za kreiranje modela i komponente za
njegovo prosirenje. Opisana je metodologija za kreiranje i validaciju
modela u tri koraka. U sklopu prvog koraka, napravljena je analiza
dostupne literature koja stavlja akcenat na bezbednosne standarde,
stru¢ne smernice i regulative koji su primenjivi na kriti¢ne infrastru-
kture u cilju izbora adekvatnih predstavnika ¢ija struktura ¢e se dalje
analizirati. Postupak i rezultati su opisani u odeljku 3.1. Sistematska
analiza literature je potrebna za bolje upoznavanje sa najcesée ko-
ris¢enim bezbednosnim publikacijama i njihovom mogu¢om primenom
na sektore od interesa za ovu disertaciju. Zbog velikog broja publikacija
koje danas postoje, treba prepoznati koje publikacije sluze kao uzor za
sve novonastale kako bi se izbegla analiza previse strukturno sli¢nih
standarda koji ¢e ograniciti upotrebu definisanog modela. Na primer,
nemacki IT-Grundschutz [172] je baziran na ISO/IEC 27001 [173],
dok Cyber Assessment Framework (CAF) koji se koristi u Velikoj
Britaniji [174] referencira ISO/IEC 27001, ISO/IEC 27002 [175] i IEC
62443 [176] u skoro svakom poglavlju. Detektovanjem onih publikacija
koje se najcesc¢e spominju u kontekstu kriti¢nih infrastruktura  eli-
minisace se izvedeni standardi ¢ije se mapiranje na osnovne svodi na
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relativno trivijalni postupak. U literaturi se mogu nadi razli¢iti kvalita-
tivni [177, 178, 179] i kvantitativni pristupi [128] za analizu standarda.
Strategija predloZena u disertaciji kombinuje oba pristupa, a zapocinje
sa kvantitativnim. Ovaj pristup zahteva pretragu baza nauc¢nih radova
poput Google Scholar, Semantic Scholar, Institute of Electrical and
Electronics Engineers (IEEE), Springer and Association for Comput-
ing Machinery (ACM). Pretraga po razli¢itim kombinacijama klju¢nih
reCi generisala je veliki skup rezultata sa dosta Suma te je nad njime
primenjen set kvalitativnih zahteva koji ¢e izdvojiti samo bezbednosne
publikacije koje imaju odgovarajuc¢e karakteristike koje bi se mogle
detaljnije analizirati. Skup kvalitativnih kriterijuma je definisan u
prethodnom istrazivanju [45].

U odeljku 3.1 predstavljeni su rezultati i ograni¢enja analize u
sklopu prvog koraka. Finalni skup publikacija koje su koriSéene za
dalju analizu broji ¢etiri publikacije:

o IEC 62443-3-3:2013

e ISO/IEC 27001 i 27002
e NIST SP 800-53

e NERC CIP

[EC 62443 je internacionalna serija standarda koja pokriva detalje od
osnovnih koncepata do bezbednosti pojedina¢nih komponenti. TEC
62443-3-3:2013 je najvise koris¢eni standard iz ove serije. Odabran je
kao predstavnik standarda koji pokriva znacajne bezbednosne aspekte
sistema, a ne organizacije.

ISO/IEC 27001:2013 je globalno priznati standard koji pruza radni
okvir za sistematsko postizanje bezbednosti kroz implementaciju ISMS.
Zajedno sa ISO/IEC 27002:2013 odabran je kao predstavnik globalno
priznatih standarda koji je primenjiv i na razli¢ite sektore i organizacije
van kriti¢nih infrastruktura.

NIST SP 800-53 je stru¢na smernica koja je tehnoloski neutralna te se
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moze primeniti u razli¢itim sektorima. Federalna tela i tela povezana
sa njima u Sjedinjenim Americkim Drzavama zahtevaju uskladenost sa
smernicama koje ova publikacija propisuje. Ova publikacija u finalnom
skupu za analizu predstavlja klasu stru¢nih smernica.
NERC CIP je regulativa koja se primenjuje u Sjedinjenim Americkim
Drzavama na sistemima za upravljanje elektricnom mrezom i tra-
nsportom elektri¢ne energije. Zahtevi koje propisuje NERC CIP sve vise
se primenjuju i u drugim delovima sveta. NERC CIP se sastoji od skupa
publikacija koje sadrze bezbednosne zahteve koji pokrivaju aspekte od
identifikacije resursa koje treba koristiti, preko upravljanja bezbednoséu
sistema do mehanizama fizicke zastite. Ova publikacija izabrana je kao
predstavnik regulativa sa najvise pojavljivanja u dobijenim rezultatima.
U odeljku 3.1 opisana su i obrazlozenja za isklju¢ivanje pojedinih
publikacija iz dalje analize.

Preostali odeljci tre¢eg poglavlja opisuju aktivnosti sprovedene
u drugom koraku. U ovom koraku, u odeljku 3.2, analizirane su
strukture Cetiri izabrane publikacije. Tokom analize, utvrdeno je da
istovremeno poredenje zahteva vise od dve publikacije moze da dovede
do gresaka. Iz tog razloga predloZen je novi pogled na publikacije koje
se analiziraju. Ovaj pogled podrazumeva da se zahtevi klasifikuju u
domene i tako dalje posmatraju. Razli¢iti autori [130, 192, 195, 196,
197] definisu 26, 18, 18, 17 i 10 domena, respektivno. IEC 62443
3-3, ISO/IEC 27001, NIST800-53 i NERC CIP definisu svojih 7, 14,
20, 12 domena, respektivno. Na osnovu analize postoje¢ih domena i
zahteva iz Cetiri posmatrane publikacije, definisan je skup od 24 domena
koji pravi finiju granulaciju zahteva u odnosu na postojeca reSenja.
Pripadnost zahteva domenima prepoznat je kao jedan od kriterijuma za
prioritizaciju implementacije zahteva. U nastavku odeljka 3.2 opisana
je kvantifikacija domena u te svrhe. Odeljak 3.3 daje opis o jednom
od prosirenja osnovnog modela i drugom kriterijumu prioritizacije —
nivoima vaznosti zahteva za uskladenoséu sa standardima. Ponudeni
model za nivoe vaznosti je dvodimenzionalan. Prva dimenzija tice se
vaznosti zahteva za postizanje odredenog nivoa bezbednosti, dok se
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druga bavi zreloséu same implementacije. Definisana skala za prvu
dimenziju je kvantitativna:

zahtev je obavezan i mora biti zadovoljen — nivo 3;

zahtev ima visok prioritet i treba biti zadovoljen ukoliko postoje
uslovi za to — nivo 2;

zahtev je pozeljan, ali niskog prioriteta — nivo 1;

zahtev nije neophodno adresirati — nivo 0.

Dodeljeni nivoi bi¢e upotrebljeni za kvantifikaciju prioriteta imple-
mentacije zahteva. Definisana skala za drugi dimenziju je kvalitativna:

Nije primenjivo — bezbednosne kontrole nije potrebno imple-
mentirati jer bezbednosnih zahtevi nisu primenjivi na sistem ili
organizaciju koja se razmatra;

Bez implementacije — bezbednosne kontrole nisu implementirane;

Inicijalno stanje — bezbednosne kontrole su implementirane sto-
hasticki sa niskim nivoom zrelosti i mogucénosti prac¢enja napretka;

Upravljano — bezbednosne kontrole su implementirane i doku-
mentovane da budu u skladu sa zahtevima, ali ne postoji jasan
plan za buduc¢a poboljsanja u slucaju organizacione promene ili
promene sistema; napredni zahtevi nisu implementirani;

Definisano — bezbednosne kontrole su unapredenje u odnosu
na prethodno stanje i napredni zahtevi su implementirani ako
postoje; procesne i tehnoloske invarijante su definisane gde je to
moguce;

Upravljano kvantitativno — bezbednosne kontrole se kvantita-
tivno analiziraju u cilju identifikacije odstupanja i implementacije
narednih unapredenja;
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e Optimizivano — bezbednosne kontrole se kontinualno poboljsavaju
koris¢enjem inovativnih tehnologija i u¢enjem na osnovu pretho-
dnih iskustava.

Odeljak 3.3 uvodi i koncept kljuénih pokazatelja u¢inka (engl. Key
Performance Indicator) kao predlog za opis i pracenje performansi u
procesu implementacije i zadovoljenja prezentovanih nivoa.

Odeljak 3.4 opisuje treci kriterijum prioritizacije, element koji unose
zavisnosti izmedu razli¢itih uloga ucesnika iz organizacione strukture
zaduzenih za implementaciju zahteva. Organizaciona struktura moze
biti razli¢ita, ali to ne menja ¢injenicu da su ljudi ti koji implementiraju
bezbednosne kontrole da bi zadovoljili zahteve. Zavisnosti koje oni
mogu da naprave medusobno mogu biti prilicno kompleksne. Ideja za
modelovanje socijalnih uc¢esnika u procesu implementacije preuzeta je
iz i* (iZvezda) radnog okvira [208]. i* omogucava pravljenje modela
koji reprezentuje jednu organizaciju. Identifikuje sve klju¢ne ljude
u organizaciji koji su bitni za potrebe dostizanja definisanog cilja
i modeluje ih kao ucesnike koji zavise jedni od drugih. Koncepti
definisani u i* radnom okviru prilagodeni su potrebama ove disertacije
tako da se definiSe graf zavisnosti u¢esnika (engl. Actor Dependency
Graph). Na ovaj nafin mogu se pratiti sve zavisnosti izmedu ucesnika
u procesu implementacije zahteva i detektovati kompleksni grafovi koji
predstavljaju signal za podizanje prioriteta implementacije.

U odeljku 3.5 opisan je poslednji kriterijum prioritizacije, rezultat
analize rizika. Takode je opisan kriterijum za izbor metode za racu-
nanje prioriteta zahteva. Odabrana je SAW metoda i demonstriran je
postupak odredivanja redosleda implementacije zahteva iz hipotetickog
skupa od cetiri zahteva. Na kraju poglavlja, model sa svim relevantnim
elementima predstavljen je koris¢enjem UML (engl. Unified Modeling
Language) notacije radi lakse ¢itljivosti.

U sklopu poslednjeg koraka, u Poglavlju 4 predstavljen je radni
okvir kao mehanizam za potvrdu upotrebljivosti predlozenog modela.
Kroz odeljak 4.1 opisani su koraci za ukljuc¢ivanje zahteva iz novih
standarda i inicijalnu postavku svih relevantnih informacija koje ¢e
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obezbediti prac¢enje uskladenosti medu standardima i prioritizaciju
implementacije bezbednosnih zahteva. U odeljku 4.2 predstavljena je
studija slucaja koja pokriva primer organizacije koja razvija industrijski
sistem za upravljanje pametnim mrezama. Predstavljena je analiza
standarda za pametne mreze NISTIR 7628 koji nije bio deo analize
kako bi se potvrdila prakti¢na primenljivost modela i identifikovale
njegove prednosti i nedostaci. Na jednom scenariju propisanom NIS-
TIR 7628 standardom, demonstrirana je prioritizacija implementacije
bezbednosnih zahteva koja prati sve aktivnosti predstavljenog radnog
okvira. U poslednjem odeljku 4.3 otvorena je diskusija o predstavljenim
rezultatima ove disertacije.

Poglavlje 5 predstavlja poslednje poglavlje ove disertacije. U ovom
poglavlju navedeni su doprinosi ove disertacije. Klju¢ni doprinosi mogu
se sumirati na sledeé¢i nacin:

e Definisan je model za reprezentaciju bezbednosnih zahteva koji se
moze koristiti za prac¢enje implementacije i procene uskladenosti
sa viSe standarda, stru¢nih smernica i regulativa u isto vreme na
uniforman nacin.

e Definisan je kriterijum prioritizacije za potrebe implementacije
bezbednosnih zahteva sa kojima organizacija ili sistem nisu usa-
glaSeni. Kriterijum prioritizacije pociva na Cetiri faktora: rezu-
Itatima analize rizika, zavisnostima izmedu ucesnika zaduzenih za
implementaciju zahteva, nivoima vaznosti zahteva za uskladenost
i pripadnosti zahteva odgovaraju¢em domenu.

e Definisan je radni okvir i opisane su smernice za njegovo koriséenje
za potrebe demonstracije primene modela.

Na samom kraju poglavlja, dat je pregled pravaca daljeg istrazivanja.
Jedan od pravaca daljeg istrazivanja ukljuc¢uje prosirivanje baze znanja i
modela elementima koje diktiraju novi standardi koji stavljaju akcenat
na koncepte i tehnologije poput racunarstva u oblaku, racunarstva na
ivici i internet stvari. Ovo potencijalno moze uticati na ogranicenje
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koje namece radni okvir, a koje zahteva da se u slu¢aju definisanja
novih domena klasifikacija postojecih zahteva mora raditi ispocetka.
Buduce istrazivanje treba da resi trenutno ograni¢enje uvodenjem
dinamicke reklasifikacije zahteva bez posredovanja eksperata za bezbe-
dnost. Takode, predlozena je provera primenjivosti modela na sta-
ndarde koji se bave privatnoséu podataka. Za kraj, predlozeno je da
se svi rezultati daljih istrazivanja integrisu u alat otvorenog koda koji
bi sluzio u svrhe formalnih revizija bezbednosti organizacija i njihovih
sistema.

Kljuc¢ne reci: zastita kriticnih infrastruktura, standardi, uskladenost
sa standardima, bezbednosni zahtevi, prioritizacija zahteva.

xxiii



XXiv



Table of Contents

Abstract i
Rezime iii
List of Figures xXxVvii
List of Tables XXix
List of Equations XXXi
List of Abbreviations xxxiii
1 Introduction 1
1.1 Problemarea . .. ... ... ... . .......... 3
1.1.1  Critical Infrastructure . . . . ... .. ... .. 3
1.1.2  Critical Infrastructure Protection . . . . . . .. 7
1.2 Motivation and Problem Statement . . . . . ... ... 20
1.3 Research Hypotheses and Goals . . . . . .. ... ... 23
1.4 Thesis Structure. . . . . . . . ... ... 24
2 Research review 27
2.1 Models for Requirement Representation . . . . . . . . . 27
2.2 Self-assessment Tools for Cybersecurity Resilience and
Standard Compliance . . . . . . . . ... ... ... .. 34
2.3 Maturity Models . . . .. .. ... ... ... 38

XXV



2.4 Risk Assessment Methods . . . . . . .. ... ... .. 42

2.5 Techniques for Requirement Prioritization . . . . . .. 47
2.6 Thesis Position . . .. ... ... ... ......... 49

3 Model for Requirement Representation 51
3.1 Publication Selection . . . . . ... .. .. ... .... 52
3.1.1 Selected Standards . . . . . ... .. ... ... 56

3.1.1.1 IEC 62443-3-3:2013 (ISA 99) . . . .. 56

3.1.1.2 ISO/IEC 27001 and 27002 . . . . . . . 58

3.1.1.3 NISTSP 800-53 . ... ........ 60

3.1.14 NERCCIP ............... 61

3.1.1.5  Excluded Publications . . . . .. . .. 62

3.2 Security Controls Classification . . . . . ... ... .. 64
3.3 Assurance Model . . . ... ... ... ... ... .. 78
34 Actors . . ... 81
3.5 Prioritization Criteria.. . . . . . ... ... ... .... 85
3.6 Model . ... ... ... ... 94

4 Model Validation 103
4.1  Security Assessment Framework for Critical Infrastructure103
4.1.1 The Seeding Phase . . . . ... ... ... ... 106

4.1.2 The Assessment Phase . . . . . ... ... ... 109

4.1.3 The Implementation Tracking Phase . . . . .. 112

4.2 Case Study — Smart Grid Industrial Control System . . 115
4.3 Discussion . . . . . .. ... 127

5 Conclusion 133
5.1 Contributions of the Thesis . . . . .. ... ... ... 135
52 Future Work . . . . . . ... .. L 137
Bibliography 139

XXV1



List of Figures

1.1
1.2

3.1
3.2
3.3

4.1
4.2
4.3
4.4
4.5

4.6
4.7

SCADA network architecture . . . . ... .. ... .. 5
The Purdue Model for ICS . . . . . .. ... ... ... 10
Three-stage research methodology . . . . . . . ... .. 52
UML class diagram of the core model elements . . . . . 94
UML class diagram of the proposed model . . . . . . . 97
Process for import of new requirements . . . . . . . . . 108
Results of the compliance assessment phase . . . . . . . 111
Initial setup for requirement implementation tracking . 114
NISTIR 7628 summary numbers per domain . . . . . . 121
SG.TA-5 Device Identification and Authentication En-

hancement 1 as a model instance . . . . ... ... .. 122
SG.TA-5 Enhancement 1 — complete initial setup . . . . 125

Requirement Model to OSCAL Catalog Model mapping 130

XxXVvil



XXVIil



List of Tables

2.1 NIST SP 800-30 Level of Risk Assessment Scale . . . . 45
3.1 Publication occurrences in the study . . .. .. .. .. 55
3.2 List of domains by different authors . . . . . . . .. .. 68
3.3 List of domains in selected publications . . . . . . . .. 71
3.4 List of defined domains with scores . . . .. .. .. .. 74
3.5 Mapping of the i* elements to our model . . . . . . .. 84
3.6 Risk Level Criterion . . ... ... ... ........ 89
3.7 Essence Level Criterion . . . . . . ... ... .. ... .. 90
3.8 Actor Dependency Graph Criterion . . . . . .. .. .. 90
3.9 Domain Affiliation Criterion . . . . . . . .. .. .. .. 90
3.10 Suitability Rating Matrix. . . . . . ... ... ... .. 91
3.11 Final requirements priorities . . . . . . . . . .. .. .. 93
3.12 Explanation of connections . . . . . .. ... ... ... 100
4.1 Framework activities . . . . . . ... ... L. 105
4.2 NISTIR 7628 requirements mapping to domains . . . . 119
4.3 Compliance Assessment Results . . . . ... ... ... 123
4.4 Suitability Rating Matrix for Vendor A assessment . . 126
4.5 Final requirement priorities for Vendor A . . . . . . . . 126

XXIX



XXX



List of Equations

2.1 Risk Assessment Formula . . . . .. ... ... ... ... 44
2.2  Likelihood Formula.. . . . . . . . . . .. ... ... .... 44
3.1 Normalized Performance Rating of Alternatives . . . . . . 88
3.2 Preference Value of Alternatives . . . . . . ... .. ... 88

XXX1



Xxx11



List of Abbreviations

ACM
ADG
AHP
Al
BES
CAF
CCSMM
CERT
CI
CIA
CIP
CIS
CISA
CMMI
CRR

Association for Computing Machinery
Actor Dependecy Graph

Analytical Hierarchy Process

Artificial Intelligence

Bulk Electric Systems

Cyber Assessment Framework

Community Cyber Security Maturity Model
Computer Emergency Response Team
Critical Infrastructure

Confidentiality, Integrity and Availability
Critical Infrastructure Protection

Center for Internet Security

Cybersecurity and Infrastructure Security Agency
Capability Maturity Model Integration

Cyber Resilience Review

XxXXI111



CS2ST
CSET
CSF

DA

DCS
DHS
DMZ
DoDI
E-ISAC
EE-ISAC

EL
ENISA
EPCIP

ERP
ESP
FERC
FIPS
FISMA
IACS

Control System Cyber Security Self-Assessment Tool
Cyber Security Evaluation Tool

Cybersecurity Framework

Domain Affiliation

Distributed Control Systems

Department of Homeland Security

Demilitarized Zone

Department of Defense Instruction

Electricity Information Sharing and Analysis Center

European Energy Information Sharing and Analysis
Centre

Essence Level
The European Union Agency for Cybersecurity

European Programme for Critical Infrastructure
Protection

Enterprise Resource Planning

Electronic Security Perimeter

Federal Energy Regulatory Commission

Federal Information Processing Standards
Federal Information Security Modernization Act

Industrial Automation and Control Systems

XXX1V



ICS
IEC
IEEE
IToT
INL
IoT
ISA99
ISACA
ISMS
ISO
ITSEC
JE-ISAC

KPI

MIL

MIS
NERC
NIST
OCTAVE

Industrial Control Systems

International Electrotechnical Commission

Institute of Electrical and Electronics Engineers
Industrial Internet of Things

Idaho National Laboratory

Internet of Things

International Society of Automation

Information Systems Audit and Control Association
Information Security Management System
International Organization for Standardization
Information Technology Security Evaluation Criteria

Japan Electricity Information Sharing and Analysis
Center

Key Performance Indicator

Maturity Indicator Level

Management Information Systems

North American Electric Reliability Corporation
National Institute of Standards and Technology

Operationally Critical Threat, Asset, and Vulnerability
Evaluation

ONG-ISAC Oil and Natural Gas Information Sharing and Analysis

Center

XXXV



oT

PCI DSS
PDF
PLC
PPT
PRISMA

RL
RTU
SAL
SAW
SCADA
SDL
SETA
SIEM
SME

SpP
SQUARE
TCSEC
TOPSIS

Operations Technology

Payment Card Industry Data Security Standard
Portable Document Format

Programmable Logic Controllers

People, Process, Technology

Preferred Reporting Items for Systematic Review and
Meta-Analyses

Risk Level

Remote Terminal Unit

Security Assurance Levels

Simple Additive Weighting

Supervisory Control And Data Acquisition
Security Development Lifecycle

Security Education, Training and Awareness
Security Information and Event Management
Small and Medium-sized Enterprises

Special Publication

System Quality Requirements Engineering
Trusted Computer System Evaluation Criteria

Technique for Order Preference by Similarity to the Ideal
Solution

XXXV



TTP Tactics, Techniques, and Procedures

XXXVil



XXXVill



Chapter 1

Introduction

When we step aside and reflect on what technology has done to improve
the quality of life in the past couple of decades, we should not argue
that it was a lot. We must not believe that the era of the Digital
Age is at its peak, but quite a few ideas have been lucky to see the
daylight and change modern life, from the World Wide Web to digital
transformation through Industry 4.0 to digital currencies such as Bit-
coin [1] and Ethereum [2|. The World Wide Web made a considerable
leap and connected the world in a way that was not possible before.
It made it much easier for people to exchange information. Industry
4.0 revolutionizes the way that companies manufacture and improve
their products by integrating new technologies such as the Internet of
Things (IoT), cyber-physical systems, augmented and virtual reality,
cloud computing, big data analytics, machine learning, and Artificial
Intelligence (AI) [3, 4]. Cryptocurrencies and digital solutions based
on blockchains introduced decentralization to transactions to omit
intermediary fees and preserve security aspects. These blockchain ideas
led to a new iteration of the World Wide Web called Web 3.0 [5]. With
every breakthrough, good or bad, there is a possibility that worse things
can emerge from that. Even though the primary goal for resources
such as electric power, oil, gas, or water is to use them for everyone’s
well-being, they represent the opportunity for the bad actors to use
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them in digital warfare to harm individuals and the whole businesses
and nations. This is why the security posture of each system needs to
be assessed using multiple proven approaches.

The systems where security must be a top priority are Critical
Infrastructure (CI) systems. Systems such as power grids, transport
networks, and information and communication systems are essential
for maintaining vital societal functions, and their malfunction may
negatively impact one country’s security and, ultimately, citizens. This
thesis describes research that aims to mitigate some of the current
problems in Critical Infrastructure. Uplifting the security posture
of CI organizations and systems can be accomplished by combining
different approaches. We focus on security requirements defined in
recognized standards, guidelines, and regulations since they can help
CIs establish security practices systematically. This thesis will refer
to standards, guidelines, and regulations as security publications. The
requirements analysis will help us define a model for security cross-
standard compliance tracking and requirement prioritization for their
implementation. To achieve this, we need to analyze different factors
that form strong dependencies around the requirements to make a
natural coherence. Section 1.1 provides the necessary background to
understand specific problems, implications, and the concepts relevant
to our research. Section 1.1.1 gives a brief overview of Critical Infras-
tructure as the problem area in which the results should be applied.
Section 1.1.2 focuses on Critical Infrastructure Protection (CIP) as a
concept that accumulates the means to protect vital ClIs. From this
discussion, we express motivation for solving identified problems in
Section 1.2. Section 1.3 specifies the exact problems our work addresses
and describes our hypothesis and research goals. In Section 1.4, we
finish with the structure of the thesis.
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1.1 Problem area

1.1.1 Critical Infrastructure

In the Report of the USA President’s Commission on Critical Infras-
tructure Protection from 1997, the term infrastructure is interpreted as
a network of independent, mostly privately-owned, man-made systems
and processes that function collaboratively and synergistically to produce
and distribute a continuous flow of essential goods and services |6]. The
USA Patriot Act of 2001 defines critical infrastructure as systems and
assets, whether physical or virtual, so vital to the United States that
the incapacity or destruction of such systems and assets would have a
debilitating impact on security, national economic security, national
public health or safety, or any combination of those matters [7]. The
USA Presidential Policy Directive 21 (PPD-21) Critical Infrastruc-
ture Security and Resilience even defines sixteen critical infrastructure
sectors [8]:

e chemical,

e commercial facilities,

e communications,

e critical manufacturing,
e dams,

e defense industrial base,
® cmergency services,

e energy,

e financial services,

e food and agriculture,
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e government facilities,

healthcare and public health,

information technology,

nuclear reactors, materials, and waste,

transportation system,s and

e water and wastewater systems.

European Commission defines CI similarly as an asset or system that
1s essential for maintaining vital societal functions. The damage to
critical infrastructure, its destruction or disruption by natural disas-
ters, terrorism, criminal activity or malicious behavior, may have a
significant negative impact on the security of the European Union and
the well-being of its citizens [9]. We can say that these definitions are
pretty elaborative, and their interpretation can be considered similar
wherever in the world.

All these critical infrastructure sectors modernized in terms of new
equipment they use, such as programmable logic controllers (PLC),
supervisory control and data acquisition (SCADA), and distributed
control systems (DCS) for monitoring, control, and operation of physical
devices such as sensors, valves, meters, and pumps. The industrial
control systems (ICS) or industrial automation and control systems
(IACS) — frequently substituted for operations technology or OT —
is a generic term used to describe various control systems. ICS is
used for controlling and monitoring the industrial processes used in
energy, utilities, manufacturing, and other industrial sectors, many
of which are critical. We can comprehend them as auto-integrator
of life support systems, bringing hardware, software, and networks
together to operate our critical infrastructure. A typical SCADA
system comprising a control network and the corporate network is
presented in Figure 1.1.
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Figure 1.1: SCADA network architecture

The control network receives measurements or alarms from substations
and does the control tasks such as opening or closing the pump. The
corporate network is in charge of performing operations related to the
system’s general supervision. Both networks can use different protocols.

CI systems are often integrated with business systems such as en-
terprise resource planning (ERP), management information systems
(MIS), billing systems, and other systems that require everyday hard-
ware and software to extend their operations and optimize costs. These
integration points open more attack vectors making CI systems more
challenging to secure. From the architectural point of view, critical
infrastructure systems can be analyzed in two ways — in isolation and
as an integral part of one enormous ecosystem. By analyzing each
system in isolation, we can observe each critical infrastructure as a
unique field of research with its own set of problems. Here, we can
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establish a satisfactory security level, but this isolated approach would
ignore the natural dependencies and interdependencies that naturally
exist between these different systems. Rinaldi et al. in [10] define four
types of interdependencies that can be found between infrastructures
that, if compromised, could result in a domino effect disrupting the
regular work of the system:

e Physical interdependency — if the state of one infrastructure is
dependent on the outputs of the other;

e Cyber interdependency — if the states of the infrastructure
depend on information transmitted through the information in-
frastructure;

e Geographic interdependency — if a local environmental event
can create state changes in all infrastructures;

e Logical interdependency — if the state of one infrastructure
depends on the other via a mechanism that is not considered a
physical, cyber, or geographic connection.

For example, most studies involve linkages between water, energy,
and food sectors [11, 12, 13, 14, 15, 16, 17]. The energy sector often
only refers to hydropower generation 12|, without considering other
electricity generation such as solar power and wind power, raw resources
production such as oil, natural gas, and coal, and comprehensive
energy uses such as transportation, agriculture, and commercial energy
consumption. Virtually all industries rely on electric power, meaning
that all sectors eventually have some dependence on the energy sector.
Lauge et al. [18] analyze how the failure of one critical infrastructure to
deliver products and services in different periods impacts other critical
infrastructures. The survey that was done among CI experts showed
that the health sector is the most dependent CI for long-term failure.
In contrast, the water and financial sectors are the least dependent
CIs for failure periods of less than two hours and more than one
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week. Nonetheless, having these dependencies or not, operations in
these sectors would be much more difficult without using the software
solutions [19, 20].

With this information, we can conclude that collaboration between
the systems is inevitable, and IT (and OT) networks are unfortunately
converging and resulting in the evolution of a new threat landscape.

1.1.2 Critical Infrastructure Protection

In the past, CI systems were built with a primary focus on safety,
reliability, and availability. Physical security controls like gates and
locks were used as primary protection mechanisms. As a result, the
community developed false beliefs about their cybersecurity (such as
the air gap, proprietary protocols, and security through obscurity),
which were sufficient to justify zero-intervention policies. Support for
these beliefs was further strengthened because there was no evidence
of any reported cyberattack, especially against ICS, until around 2010.
With increasing digitalization — such as Industry 4.0 and Smart Grid
networks — the use of these beliefs has eroded or disappeared altogether.
Still, there is common agreement among the experts that these systems
need to better address security [21, 22].

We witnessed famous attacks in the past, as mentioned by Miller
et al. [23], but there is still a modest amount of publicly available
information about them. Stuxnet was one of the most famous and
most complex attacks on ICS when it was discovered in 2010 [24].
The goal was to damage Iranian nuclear systems. The targets were
Windows machines connected to PLCs, and over 14,000 machines were
infected by several exploiting vulnerabilities and advancing through the
network. In Ukraine, electric distribution companies’ networks were
compromised with BlackEnergy malware that triggered a series of steps
that resulted in power outages for over 80,000 people for 1 to 6 hours [25].
Iranian hackers attacked Rye Brook Dam in the United States during
the maintenance period allowing technicians only to monitor and not
control the SCADA system [26]. Wolf Creek nuclear facility in the

7
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United States was attacked using spearphishing [27]. Triton is malware
that targeted safety instrumented systems in the Middle East’s oil
and gas petrochemical facilities [28]|. Safety instrumented systems are
designed to prevent equipment failures and incidents such as fire and
explosions. Ransomware attacks affected one of the world’s largest
meat producers, Brazilian JBS Foods, and the United States Colonial
Pipeline, which eventually paid a significant amount of money [29, 30].
To analyze the consequences of CI disruptions and failures, Luiijf and
Klaver [31] use the internal Critical Infrastructure Incidents Database
tool with 13498 records for 10390 CI incident cases that occurred in 15
years, where the primary methods that are used for data collection are
daily public news from media across the world and official reports. If we
look at all these attacks, the energy sector can be recognized as one of
the main targets of cyber-attacks against critical infrastructure. A joint
report called Business Blackout issued by Lloyd’s and the University
of Cambridge’s Centre for Risk Studies defines a hypothetical scenario
of an electricity blackout in the United States that could cause a total
impact on the United States economy at $243bn, or even more than
$1trn in the most extreme scenarios [32]. These are only a few examples
of attacks on Cls, but unquestionably there were more.

This led to ongoing efforts worldwide to increase protective mea-
sures referred to as Critical Information Protection. CIP implies all
activities aimed at ensuring the functionality, continuity, and integrity
of critical infrastructures to deter, mitigate and neutralize a threat, risk,
or vulnerability |33]. There is no clear consensus yet if CIP is different
from the general computer, network, and information security when
we know that many CI system components are not very different from,
e.g., home workstations and network equipment [34]. However, CIP
gains attention from academia and industry and evolves as time passes.
Also, it has become a primary goal for many countries [35]. Dunn
Cavelty and Suter [36] distinguish between three levels of protection
goals for CIP and where they can be found:

e Goal described on a strategic level in national security strategy
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documents (e.g., National Strategy for Homeland Security in
the United States [37], National Security Strategy in the Nether-
lands [38]);

e Goals described in dedicated CIP documents (e.g., National
Infrastructure Protection Plan in the United States [39], Na-
tional Strategy and Action Plan for Critical Infrastructure in
Canada [40]);

e Goals described in sector-specific documents (e.g., Critical Infras-
tructure and Key Resources Sector-Specific Plan as input to the
National Infrastructure Protection Plan for Energy in the United
States [41]).

These examples only prove that CIP is being taken more seriously than
ever before.

Threat actors can use a variety of tactics, techniques, and procedures
(TTP) to compromise systems on each level of the Purdue Model
regardless of the type of the system architecture. The Purdue Model is
the industry-adopted reference model that shows the interconnections
and interdependencies of a typical ICS’s components [42]. In Figure 1.2,
this model divides the system architecture into six layers starting at
layers 5 and 4, which is the Internet Demilitarized Zone (DMZ), flowing
down through the enterprise DMZ to level 3, the control and operation
layer, where the communication with local points connect with human-
machine interfaces at level 2 and then ultimately the interaction with
level 1 controllers such as PLCs and Remote Terminal Units (RTUs)
that monitor and control level 0 field devices.
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Authors in [43] state that common attack vectors can vary from
Man-in-the-middle attacks to backdoors and holes in network perime-
ter, and field devices, to vulnerabilities in common protocols, database
attacks, and communication hijacking. A flood of new technologies —
especially cloud services and 5G wireless networks — are challenging the
foundational, hierarchical approach to designing and operating systems.
Traditional systems are being enhanced with new IT solutions that
introduce new concepts — the edge and the cloud computing. Edge
computing includes traditional OT equipment and an Industrial Inter-
net of Things (IIoT) gateway that performs various operations such as
data filtering, aggregation, storage, analytics, and device management.
The cloud aggregates data and provides the means for analytics, event
processing, process orchestration, and network communications. These
new concepts ignore hierarchical levels defined in the Purdue Model
and allow direct communication from physical devices to cloud services
or through IIoT gateways.

Different attack vectors require that the systems have adequate
security controls to mitigate the potential damage that can be made
going through the defined level or even cross-levels. This can be
done by defining and maintaining the defense in depth [44|. These
mechanisms must be set in place to cover all three pillars of organi-
zational transformation-people, process, and technology (to complete
the PPT framework). These three pillars have to be regulated through
governance, security management, and security controls to achieve
the desired level of security. This can be done by employing several
techniques mentioned in no particular order of relevance (Stojkov et

al. [45]):
e expanding knowledge base through information sharing;

e performing regular vulnerability assessment and hardening secu-
rity controls;

e practicing different kinds of tabletop exercises;
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e conducting regular auditing;

e implementing requirements from relevant standards.

Given the risks these ever-emerging threats present, organizations
must share threat information and use it to improve their security
posture. This is one of the approaches to building collective knowledge
about new trends, increasing experience, and using that information
to enrich the defense-in-depth strategy currently set in place. As the
National Institute of Standards and Technology (NIST) defines in
Special Publication (SP) 800-150 [46], cyber threat information is any
information that can help an organization identify, assess, monitor,
and respond to cyber threats. Fxamples of cyber threat information
include indicators (system artifacts or observables associated with an
attack), TTPs, security alerts, threat intelligence reports, and recom-
mended security tool configurations. Gal-Or and Ghose in [47] find that
an increase in security information sharing and security technology
investment levels leads to higher social welfare than the no-sharing
regime. This was recognized at a national level, and today we have com-
munities of different organizations established to improve the resilience
and security in the energy and oil and gas sectors by sharing verified
information. The examples include national Computer Emergency
Response Teams (CERTS), or more specific, the Electricity Information
Sharing and Analysis Center (E-ISAC) in the United States, European
Energy Information Sharing and Analysis Centre (EE-ISAC), Japan
Electricity Information Sharing and Analysis Center (JE-ISAC), Crit-
ical Infrastructure Gateway in Canada, or the Oil and Natural Gas
Information Sharing and Analysis Center (ONG-ISAC). A community
consists of more than just local government entities. Randall and
Allen [48] find that formal and informal information-sharing networks
exist at the meso and macro levels to mitigate uncertainties in the
energy sector. Actors involved in information sharing are various:
government bodies, private critical infrastructure, business enterprises,
IT companies, I'T security firms, and security researchers. For exam-
ple, the Community Cyber Security Maturity Model (CCSMM) was
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developed by the Center for Infrastructure Assurance and Security at
The University of Texas at San Antonio, United States [49], to help
communities establish viable and sustainable cyber security programs.
An important part of the CCSMM is information sharing, upon which
a collaborative framework by Zhao and White is built [50]. Another
example would be Microsoft’s framework for cybersecurity information
sharing and risk reduction [51]. This is a practical way to establish and
strengthen that connection between different CI entities. The potential
costs of sharing security information can have a negative effect as well,
accruing from the resultant loss of market share and stock market value
from negative publicity as presented by Campbell et al. in [52] and
Cavusoglu et al. in [53].

Holmgren and Molin define vulnerability as the collection of prop-
erties of an infrastructure system that might weaken or limait its ability
to maintain its intended function, or provide its intended services when
exposed to threats and hazards that originate both within and outside of
the boundaries of the system |54]. Vulnerability assessment is a practice
that has to be performed regularly to track an organization’s security
status continuously. The United States Department of Homeland Se-
curity issued national strategy documents that recognize vulnerability
assessment as one of the key activities for critical infrastructure pro-
tection [55, 56]. These activities are mandatory to demonstrate the
maturity of the system’s security posture as suggested by the North
American Electric Reliability Corporation (NERC) for Critical Infras-
tructure Protection (CIP) set of requirements [57]. It is suggested
not to perform them in a production environment in a manner that
can have an adverse impact since they are considered invasive [58].
Benefits of performing regular vulnerability assessments are various:
identification of known security exposures before attackers, creation
of an inventory of all the devices on the network and their purpose,
the definition of the risk level that exists on the network, the estab-
lishment of a business risk/benefit curve and optimization of security
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investments, saving time and costs, complying with industry and regu-
latory requirements. Given the significance of these activities, different
frameworks and methodologies were developed to help in conducting
the assessment, notably the works of Holmgren [59], Baker [60], Ten et
al. [61], and Ferreira [62]. Allodi and Massacci in [63] leverage data
from vulnerability assessments to quantify the likelihood of attacks. By
continually practicing these acts correctly, the attack surface should
reduce, and the overall maturity of the system and the organization
will increase.

The least formal technique for security posture uplift would be
passive and active training that simulates cyber and physical attacks
through tabletop exercises. In their work, Franchina et al. [64] describe
that an effective strategy to protect CI against malicious activities is
through the implementation of effective Security Education, Training,
and Awareness (SETA) programs. The authors present different active
and passive techniques for addressing security challenges, from formal
training sessions through seminars and roleplays, to computer-based
and web-based training, to red teaming. They insist that hybrid
techniques such as tabletop exercises can offer better value since they
mix active and passive aspects of the training. Brilingaite et al. [65]
follow the European Union Agency for Cybersecurity (ENISA) practice
guides on national exercises [66] to make tabletop exercises in a web
environment where the topic involves a cyber incident inside a water
supply infrastructure. Even though the results were promising for
education purposes, the authors state that tabletop exercise in a web
environment lacks a social aspect that further limits collaborative
activities to provide better solutions. Luiijf and Stolk [67] note that CIP
requires good situational awareness to avoid making blind decisions,
rapidly assess an incident to see if it was a deliberate attack and
start preparations for the worst-case scenarios in time. GridEx [68],
organized by NERC, and Cyber Storm [69], organized by Cybersecurity
and Infrastructure Security Agency (CISA), are examples of events
that are interested to the energy sector. Malicious activities are not

14



CHAPTER 1. INTRODUCTION

the only example where tabletop exercises can be organized. Lo et
al. |70] give an example of a tabletop exercise that simulates COVID-19
lockdown in a pandemic and state that after the acquisition of essential
resources such as food and daily necessities, the continuation of essential
businesses and critical infrastructures is the essential measure that
needs to be applied.

Cybersecurity audits can help with assessing compliance against
different standards or regulations. They represent a systematic ap-
proach — preferably done by the independent party — to examine the
security posture of the organization or system. These activities include
different checks to validate if proper security mechanisms are in place
and ensure that these mechanisms are aligned with security standards,
guidelines, and local regulations to avoid cyber threats. The cyberse-
curity audit can be viewed as a comprehensive review of the PPT. The
audit is designed to be more formal than an assessment and includes a
carefully curated test case checklist that validates if applied security
control mechanisms are in place and work as intended. This approach
offers flexibility to accommodate different organizations’ heterogenous
protection scenarios. There are multiple benefits of performing an
audit:

e Risk Assessment — finding weaknesses that represent risks to
the organizations is an essential benefit that helps prevent costly
and disruptive breaches and prioritize improvements of security;

e Testing controls — existing controls may be put on a challenge to
testing the confidence organizations have in their baseline. It rep-
resents an excellent opportunity to highlight potential weaknesses
in the existing security posture;

e Identifying security gaps — the crucial benefit that appropriately
detects further directions of improvement that are not covered in
the current security posture. The gaps are the basis organizations
can build upon and increase the performance of security controls;
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e Improving security posture — by filling the gaps, stakeholders
can rest assured that organizations are investing in maintaining
the trust amongst all parties. This results in silent growth of
the reputation and confidence of the organization in multiple
directions;

e Compliance — by proactively practicing regular audits, this
often comes as a final confirmation of the work previously done,
making the formal evidence for the requirement fulfillment of the
arbitrary standard, guideline, or regulation.

Different vectors drive the need for a security audit. Young organi-
zations with low or moderate maturity levels might utilize the audits
more often until their procerus and systems do not reach the desired
quality target. This is the threshold where more mature organizations
start optimizing and doing routine audits bi-annually or even bien-
nial. In turn, cybersecurity audits can be utilized as a preparation
for certification or recertification for a specific standard where the
certificate’s validity plays an important role in the decision process.
The third vector covers the remaining irregularities — anything that is
not considered a routine audit. Different events can trigger this need:

e Security incident or breach — repercussions these types of events
make can be significant, and new, improved security controls
emerged from incident response plans should also be audited;

e Existing system upgrade or new system installation — these
events represent a milestone that can raise red flags since unin-
tentional control overrides can happen;

e Changes to compliance requirements — as offensive techniques
utilized by bad actors evolve, so as defensive techniques, and this
drives the continual enhancements of the requirements;

e Digital transformation — new directions that Industry 4.0 intro-
duces may reflect on the short- and long-term goals organizations
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set and directly reshape the system’s security posture they cur-
rently have.

The Information Systems Audit and Control Association (ISACA) and
Protiviti, in their report, state that cybersecurity is the top technology
challenge for IT audit professionals [71]. The study also states that
organizations should continuously review their I'T audit plans to address
cybersecurity threats and emerging technologies. It also shows that
over 50% of organizations in all geographic regions consider conducting
audits necessary. Similar results were presented by Slapnicar et al. [72],
where internal audits vary between the countries and sectors, with
a mean score of 58 on a Cybersecurity Audit Index scale from 0 to
100. Even if it is recognized as necessary, it is still challenging to do
the audit since, e.g., the audited infrastructure may not reside only
in a private network of the organization or the users are involved in
activities that are only partially covered by the business purpose. That
is why clear boundaries and objectives must be defined for each audit.

Standards provide a common set of reference points to enable or-
ganizations to evaluate whether they have processes, procedures, and
other security controls that meet an agreed minimum. The importance
of cybersecurity is fortunately recognized across the world, and official
and unofficial bodies are developing different legislative procedures,
regulations, and recommendation acts to address security issues. One
of the first initiatives to certify software products in terms of security
has been the Trusted Computer System Evaluation Criteria (TCSEC)
in the United States or the Orange Book [73|. The government dictated
certification, and it required detailed analysis by security experts and
heavy involvement by the buyers in that process. It was a lengthy
process that consequently made products under certification fall be-
hind technology development. The Information Technology Security
Evaluation Criteria (ITSEC) was introduced in Europe [74]. It later
evolved into the Common Criteria that decreased certification costs
but excluded the buyers from the certification process and made it less
transparent overall [75].
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In the past five years, the number of published acts in European
countries has dramatically increased |76]. Security standards and rec-
ommendations developed by eminent bodies such as the International
Organization for Standardization (ISO), National Institute of Stan-
dards and Technology, Center for Internet Security (CIS), European
Union through the European Programme for Critical Infrastructure
Protection (EPCIP) [77] represent the accumulated knowledge about
cybersecurity in the form of formal security requirements that have un-
dergone extensive peer review. Some of these standards require formal
certification as evidence for compliance. In contrast to TCSEC and
ITSEC, newer standards emphasize management notes, best practices,
certification, and security governance [78|. This is exactly what security
officers and decision-makers require, a security assessment methodology
that can systematically present what has to be fulfilled [79, 80]. The
security controls defined in these standards can be applied to different
types of systems, from software used by small and medium-sized enter-
prises (SMEs) to robust systems used by large corporations. The use
of standards-compliant security controls provides the best assurance of
solid security for the organization and conforms to legal requirements.
If the organization meets a particular set of security requirements, it
gives the customers, suppliers, and partners confidence that the orga-
nization can perform on a mature security level. A standards-based
approach to information security ensures that all controls are managed
in a structured manner, ensuring that people, process, and technology
costs are more streamlined and manageable. Security requirements
are usually focused on protecting the Confidentiality, Integrity, and
Availability of assets. This is also known as the CIA triad:

e Confidentiality — only authorized persons have access to the
specific resource;

e Integrity — only authorized persons can change the data making
it trustworthy and free from tampering;
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e Availability — resources must be accessible to authorized persons
whenever they are needed.

Using a standards-based approach can ensure that the CIA triad
protection is met. Also, this can improve the reliability, availability,
and stability of systems. The United States Government Account-
ability Office issued the report [81] in which it showed that out of 16
CI sectors, in only three sectors (defense industrial base, government
facilities, water and wastewater systems) was determined the adoption
of the NIST Framework for Improving Critical Infrastructure Cyber-
security [82]. Energy, food and agriculture, information technology,
and transportation systems have taken steps to identify sector-wide
improvements from framework use, and the rest nine sectors have not
yet implemented these recommendations.

In the last two decades, we witnessed an alarming increase in
terrorism and other forms of criminal activities. These malicious
actors target critical infrastructure — primarily energy and utility
sectors — to disrupt communication, shut down systems and services,
and cause chaos. Taking into consideration everything stated in this
section, to establish proper CIP and defend from malicious actors,
it is necessary to define and follow secure processes and mechanisms
that will help with the protection of everything that is considered
necessary for public safety, economy, and national security, such as
people, physical assets, and critical cyber networks. These initiatives
require the involvement of researchers from both academia and industry
to win in this warfare. One of the aggravating circumstances for the
good actors represents commercial-off-the-shelf product vendors that
untruthfully offer inadequate solutions and services to satisfy different
security requirements. One example today would be the Zero Trust
security model. Zero Trust — the term coined by Stephen Paul Marsh in
his Ph.D. thesis [83] and popularized by John Kindervag — advocates
that all resources must be continuously inspected and examined at
the packet level to limit and strictly enforce access control to verify
that everything is legitimate and secure since all network traffic must
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be considered untrusted [84]. By offering rebranded mature solutions,
product vendors are twisting the Zero Trust paradigm, making it
difficult for potential customers to choose the correct option. As
Anderson states in [85], customers often buy products and services
that may be suboptimal or even defective, but customers feel secure as
long as they come from big-name suppliers.

When we accumulate the knowledge presented in previous para-
graphs, to start the security uplift journey, we can recommend that
organizations should begin with:

e assessing the maturity of their current security posture;

e understanding their current business initiatives and security
projects;

e documenting where they can reuse existing capabilities;

e setting goals for their future maturity state and time frame to
achieve it;

e practicing previously stated techniques for establishing a satis-
factory security posture.

1.2 Motivation and Problem Statement

The thing worth noting is that the standards and audits usually com-
plement each other. Internal or external audits usually ask for proof of
compliance against a set of requirements. Sometimes, external audits
result in formal certification of the product, system, or organization.
In his work, Rannenberg [86] states that the idea of security certifi-
cation was originally initiated by users and procurers hoping to ease
the procurement process. Rice recommends mandatory certification
of software and services [87]. Holding a certification demonstrates an
organization’s depth of cybersecurity knowledge, thus creating a com-
petitive advantage. This is beneficial because the certification body
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can independently validate knowledge and experience. This audit-
standards connection can be counterproductive as well. Schierholz
and McGrath [88] point out that certification criteria are not publicly
accessible and thus unavailable for evaluation by subject matter experts.
They also point out that if several certification authorities compete,
the certification they can provide can be identical, making the price the
only factor that can affect the decision. Anderson [85] addresses per-
verse incentives for suppliers of security certifications that lead vendors
who seek certification to hire auditors who have the laxest reading of a
standard. In his work, Edelman states that less trustworthy market
participants have more incentives to seek and obtain certification [89].

It is not unusual that organizations implement their security con-
trols without following any formal guidelines by default. They are
inherently liable for the risk resulting from insecure systems. Defining
security requirements can be considered a complex task that requires
engineers to have extensive security experience in security requirements
elicitation and analysis. Most of them lack this knowledge [90], lead-
ing to an error-prone and insecure system [91]. When they decide
to take security more seriously, they start aligning with one primary
standard usually recognized worldwide. This often means that initially
implemented security controls must be subsequently corrected. These
activities also include risk assessments and internal audits to see the
implementation status. While preparing for these audits or formal
certification, comprehending different standards can be challenging.
Different standards defined by different bodies can have similar require-
ments. This can introduce ambiguity within organizations regarding
which standards they should align with and understand their similari-
ties and differences. One approach for solving this problem would be
to compare standards side by side to gain a deeper understanding and
choose the appropriate one. This includes analyzing tradeoffs between
different requirements, which implementation can offer a high level of
protection relative to costs and effort needed for their fulfillment [45].
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The new challenges arise with the increased number of new publica-
tions or new versions of the existing publications that are of utmost
interest to the potential clients that must demonstrate compliance
in their geographical regions. To display readiness for growing the
business, alignment with more than one set of requirements becomes
mandatory. We find that this is especially evident in, e.g., Smart Grid.
These requirements are very demanding to understand and implement
adequately.

Analyzing a handful of publications and their requirements resulted
in an idea to construct an extensible model that can represent every new
requirement from the arbitrary standard applicable to CI. This model
could be used in applications that aim to help security practitioners
and decision-makers with reasoning about which standards to comply
with. It can also help with tracking and prioritization of requirement
implementation. Further, to be able to enhance the security of the
system or organization in this way, understanding the risks due to
the potential for security failures is a must [92]. Risk assessment is
sometimes done separately due to the nature of the organizational
structure instead of being an integral part of the security uplift process.
Making all these activities complement each other in some manner is
another thing that needs to be addressed. These challenges are the
main drivers of our research.

Based on this, we define the problem through the following research
questions:

(1) Can an extensible model be developed to represent the requirements
from security standards applicable to the Critical Infrastructure?

(2) How to obtain information on the maturity of the security infras-
tructure of an organization or system in relation to the require-
ments defined in arbitrary security standards while using domain
and organizational knowledge to conduct a risk assessment, plan-
ning, and tracking of the security improvements?
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The research described in this thesis aims to provide answers to these
questions.

1.3 Research Hypotheses and Goals

Based on the research questions presented in Section 1.2, we define
the hypotheses that the thesis discusses. They can be summarized as
follows:

(1)

(2)

(3)

Hypothesis: [t is possible to define a model for the representa-
tion of the requirements from different security standards, guide-
lines, and requlations for critical infrastructure. The model should
allow the presentation of relevant information common to the
requirements of different publications, thus allowing their cross-
comparison.

Hypothesis: It is possible to define criteria for prioritization
of requirements that, in addition to risk, include the complex-
ity introduced by the dependencies between the different roles of
participants in the organizational structure in charge of imple-
menting requirements, the level of importance of the compliance
requirements, and the domain affiliation.

Hypothesis: It is possible to extend the model to provide a
unique domain-oriented view that allows simultaneous tracking
of the implementation of similar requirements selected from dif-
ferent security standards, guidelines, and requlations for critical
infrastructure.

From the previously defined hypotheses, the primary goals of the
proposed research are derived, where the expected results include:

(1)

The definition of a model that uniformly represents the building
blocks of security requirements that are defined in different pub-
lications. This goal refers to the first research question and is
addressed in Chapter 3.
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(2) Model extension with components for simultaneous tracking and
prioritization of the implementation of similar requirements se-
lected from different security standards, guidelines, and regula-
tions for critical infrastructures. This goal refers to the second
research question and is addressed in Chapter 3.

(3) Construction of the framework in accordance with the proposed
model and validation that would confirm the practical applica-
bility of the model and identify all its advantages and possible
limitations. Details of this goal are discussed in Chapter 4.

1.4 Thesis Structure

Throughout this introductory Chapter 1, the problems that this thesis
addresses and the necessary background to our work are presented.
The rest of the thesis is outlined here.

Chapter 2 presents the literature review, where we first examine
different models for security requirements engineering. On top of that,
we analyze models that use industry standards as a basis. We further
analyze security self-assessment tools and models they use to detect
advantages and limitations they possess. This information is valuable
for model and framework definition to address both research questions.
We further analyze existing maturity models and commonly used risk
assessment approaches. We finish the chapter with an analysis of
existing prioritization criteria and define the thesis position.

Chapter 3 describes our methodology for model definition and ex-
tension. It starts with the description of security standards, guidelines,
and regulations selection process. Further, we discuss what outputs of
the analysis should be and how they can be used as elements of our
model. The requirements information is used for a core model and
assurance levels, actor dependency graph, and risk assessment elements
as part of the prioritization criteria for the model extension. Finally,
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the model is presented as a Unified Modeling Language (UML) class
diagram for easier readability.

In Chapter 4, a framework that uses the proposed model is pre-
sented to confirm the practical applicability of the model and to identify
its advantages and eventual limitations. For each framework activity,
we present security concepts and explain their contribution. Further,
we illustrate a case study for framework usage. Finally, we discuss the
advantages and limitations of the presented work.

Chapter 5 concludes the work of this thesis. It summarizes the
main contributions and presents opportunities for further research and
development.
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Research review

This chapter examines different approaches that address the problems
defined in Section 1.2. Section 2.1 goes over the existing models
and frameworks that can aid our research. Section 2.2 describes
the self-assessment tools for cybersecurity resilience and standard
compliance found in gray literature that can be used to extract models
for requirement representation and catch sight of their limitations that
can be addressed in our research. Section 2.3 gives an overview of
common maturity models used in practice when assessing the overall
state of security of the organization or system. Section 2.4 provides
information about different risk assessment approaches that influence
our research. In Section 2.5, we describe different techniques for
prioritization criteria. Section 2.6 concludes this chapter and gives the
position of this thesis compared to research previously reviewed.

2.1 Models for Requirement Representation

Before we can make any analysis of security requirements in security
standards, we need to see how security requirements can be defined and
elicited in security requirements engineering. Security requirements
are considered nonfunctional, quality requirements [93, 94|. Security
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requirements engineering research the protection of assets from poten-
tial threats that may lead to harm, as interpreted by Haley et al. [95].
Nhlabatsi et al. [96] classified approaches to security requirements
engineering into four classes:

e Goal-based
e Model-based
e Problem-oriented

e Process-oriented

Goal-based approaches use goals to capture security requirements.
Secure Tropos, developed by Mouratidis et al. [97, 98], is one repre-
sentative of goal-based approaches. It extends software development
methods based on the paradigm of agent-oriented software development
called Tropos [99] with security concepts such as security constraints,
dependencies, goals, and secure entities. Security constraints can be
interpreted as security conditions or requirements that users cannot
ignore but interpret as an obstacle that restricts the achievement of
users’ goals. The Anti-Models method defined by van Lamsweerde [100]
builds two concurrent models — the desired model of a system and the
anti-model with vulnerabilities required for achieving anti-goals — and
combines findings to enrich the system with new security requirements.
It extends Knowledge Acquisition in automated Specification (KAOS)
framework for goal-oriented requirements engineering [101], e.g., with
new patterns for formal elicitation of security requirements and duality
principle for modeling threats.

Model-based approaches advocate that the models help require-
ments analysts to understand software problems and identify poten-
tial solutions using abstractions. Two prominent representatives are
UMLSec and SecureUML. UMLSec is a UML extension that allows
users to add security stereotypes and constraints to system design [102].
It can be used to evaluate UML system specifications for vulnerabilities
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using formal semantics. UMLSec was used as a basis for CARISMA
tool that can enrich the system model with security requirements fo-
cusing on confidentiality, integrity, and availability features in order
to perform security analysis [103|. Like UMLSec, SecureUML is a
UML extension that uses role-based access control (RBAC) policies to
define and enforce authorization constraints into UML-based modeled
systems [104].

Problem-oriented approaches provide tools for the analysis of soft-
ware development problems. Lin et al. [105] define anti-requirements
and abuse frames as an extension of the problem frames introduced
by Jackson [106]. In contrast to problem frames that focus on defen-
sive requirements that must be satisfied, the anti-requirements define
malicious users’ intentions that must be prevented. Authors integrate
anti-requirements into abuse frames to represent security threats and
derive requirements from them. Misuse cases are another example
of this approach. It represents a negative form of use cases, i.e., use
cases that can negatively impact the system [107]. Sindre et al. [108]
suggest generic threats and generic security requirements as the two
primary reusable artifacts for misuse cases. Haley et al. [95] present
the framework that requires defining context for the system using a
problem-oriented notation and then validating against the security
requirements through the construction of a satisfaction argument.

Process-oriented approaches focus on multi-step processes for secu-
rity requirements analysis. The System Quality Requirements Engi-
neering (SQUARE) is a nine-step process model developed at Carnegie
Mellon University to provide means for eliciting, categorizing, and
prioritizing security requirements for information technology systems
and applications [109] The idea behind SQUARE is to build security
concepts into the early stages of the development life cycle and not as
an afterthought. One of the steps requires performing risk assessment
as it can help identify the high-priority security exposures. Georg et
al. [110] propose a methodology based on aspect-oriented modeling for
incorporating security mechanisms in an application using activities
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such as risk analysis and misuse model generation.

Roudier et al. argue that this classification only represents different
perspectives over the same process of security requirement engineer-
ing [111]. The authors create ontologies around concepts presented in
different previously mentioned approaches and present a meta-model
with key concepts that we use in our model. Souag et al. [112]| ana-
lyze different approaches and cross them with ontologies previously
defined in [113] to see how different models reuse them. We found
that following only one approach might be more straightforward, but
the combination of several approaches can provide us with hidden
design vectors worth analyzing. This security requirements engineering
analysis provided us with security concepts that need to be included
in the further analysis when we shift right and observe requirements
defined in security standards. These security concepts, along with their
definitions, are:

e Security Requirements — requirements levied on an information
system that are derived from applicable laws, Fxecutive Orders,
directives, policies, standards, instructions, requlations, or proce-
dures, or organizational mission/business case needs to ensure the
confidentiality, integrity, and availability of the information being
processed, stored, or transmitted as defined in Federal Information
Processing Standard (FIPS) 200 [114];

o Assets — items of value to stakeholders. An asset may be tangi-
ble (e.g., a physical item such as hardware, firmware, computing
platform, network device, or other technology components) or
intangible (e.g., humans, data, information, software, capability,
function, service, trademark, copyright, patent, intellectual prop-
erty, image, or reputation) as defined in NIST SP 800-160 [115];

e Threats — any circumstance or event with the potential to ad-
versely impact organizational operations and assets, individuals,
other organizations, or the Nation through an information system
via unauthorized access, destruction, disclosure, modification of
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information, and/or denial of service as defined in NIST SP
800-30 Revision 1 [116];

e Security Goals — goals that, when met, contribute to meeting
some other security goals or ensures that one or more security
properties desired by some stakeholder hold as defined in [117];

e Security Controls — the safequards or countermeasures prescribed
for an information system or an organization to protect the
confidentiality, integrity, and availability of the system and its
information as defined in NIST 800-53 revision 5 [118];

e Vulnerabilities — the collection of properties of an infrastructure
system that might weaken or limit its ability to maintain its
intended function, or provide its intended services, when exposed
to threats and hazards that originate both within and outside of
the boundaries of the system as defined in [54];

e Risks — measures of the extent to which an entity is threatened
by a potential circumstance or event, and typically is a function
of: (i) the adverse impact, or magnitude of harm, that would
arise if the circumstance or event occurs; and (ii) the likelihood

of occurrence as defined in NIST 800-37 [119].

One way to bring only meaningful security requirements into the
spotlight would be to standardize specific sets of requirements that
can be applied across different domains or, if this is not the case, only
in specific sectors. We next focus on security requirements defined
in security standards in our analysis. Influenced by the work of Sun-
yaev [120], who developed the HatSec method for security analysis
for the healthcare domain, Beckers et al. defined a conceptual model
for security standards that contains concepts and terms from different
security standards [121]. The authors created a template based on
that model where fields in the template correspond to the concepts
defined in the model. This template can be used to make instances

31



CHAPTER 2. RESEARCH REVIEW

for different security standards and compare them field by field. The
primary goal of the comparison is to learn about different standards
and help with the decision of the suitable standard for certification.
The template describes what information the standards present and
on which level of detail. Also, the template provides an overview of
the security analysis driven by the standards but more on a high level.
As input for templates, a small number of similar standards were used
(such as International Organization for Standardization and the Inter-
national Electrotechnical Commission (ISO/IEC) 27001 and German
IT-Grundschutz). Also, the authors defined uniform terminology used
in different standards, but as only a few standards were used as an
input, terminology cannot be considered complete.

Hale and Gamble [122] define a process that uses reusable patterns,
model templates, and semantic relations to make patterns out of
security controls and make a connection to other controls. The process
is based on semantic hierarchies that can extract relevant security
requirements from control standards using three patterns - impose,
perform, and protect. The applicability of the process is demonstrated
by the audit domain security requirements of the NIST SP 800-53,
Department of Defense Instruction (DoDI) 8500.2, and ISO 15408-2
standards.

The NIST Cybersecurity Framework (CSF) defines one view through
which security requirements can be analyzed [82]. The CSF is a
risk-based approach to managing cybersecurity risk. It consists of
the Framework Core, the Framework Implementation Tiers, and the
Framework Profiles. The Framework Core defines activities required to
achieve security outcomes. The Framework Implementation Tiers give
context on how an organization should interpret and manage security
risks. The Framework Profile allows an organization to describe the
current or desired state of the security posture in terms of alignment
with security requirements. CSF defines 23 domains (i.e., dimensions,
categories, or areas of knowledge). The framework is flexible enough to
allow users to extend and adjust domains. One example of extension

32



CHAPTER 2. RESEARCH REVIEW

is implemented in Italy [123|. The requirement domains are classified
into five functions: identify, protect, detect, respond, and recover. The
Framework Core defines these functions to provide a high-level view
of the lifecycle of an organization’s management of cybersecurity risk.
One disadvantage that can be mentioned is that when domains are
grouped by functions, it limits the flexibility and scalability of security
requirements inside a domain. Requirements that are classified in one
domain can be assigned to different functions, not only in one. Also,
the degree of dependency on technology, people, and processes varies as
we progress through the five functions according to the Cyber Defense
Matrix [124].

Leszczyna systematically reviewed the most relevant Smart Grid
standards, guidelines, technical reports, special publications, and reg-
ulations [125]. The research goal was to provide guidance to security
practitioners while making comprehensive security assessments. The
study found that six Smart Grid or power systems’ standards can be
applied to TACS, substations, or all Smart Grid components. While
these standards provide general guidance, they can still be used as
a reference for implementing security controls. In [126], the authors
compare security control coverage between several standards in the
energy sector. The security controls that are recognized in this research
as important are covered by most of the standards. This is encourag-
ing, but it is interesting to note that personnel qualification is not so
important and user training is an almost mandatory requirement by
all standards. Similar research focusing on SCADA systems is done by
Alcaraz and Zeadally [127] and Sommestad et al. [128].

These papers can be classified as a systematic literature review
and do not provide information about security requirement modeling.
They still provide guidance on what to look for in security standard
analysis and set the right expectations when it comes to information
that security standards can give.
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2.2 Self-assessment Tools for Cybersecurity
Resilience and Standard Compliance

Literature analysis showed that a couple of tools exist for self-assessment
for cybersecurity resilience and standards compliance [129]. For exam-
ple, the Department of Homeland Security (DHS) developed the Cyber
Security Evaluation Tool (CSET) [130]. CSET provides a framework
for the vulnerability analysis typical for ICS and IT architectures. It
can serve as a centralized repository for security requirements. The
database has a comprehensive list of requirements from different pub-
licly available standards and commercial ones. To start with the
assessment, users must choose the appropriate Security Assurance
Level (SAL) that represents the overall criticality rating that is based
on the user reviews of security scenarios and estimated consequences.
The SAL level — which can be set to low, medium, high, or very high
— expects the user to estimate in advance how detailed the assessment
will be. Depending on the selected SAL level, the tool will show an
increased number of questions that require detailed answers. SAL level
is also used as one of the factors to rank questions without answers
at the end of the assessment. There are three types of SAL: default
(application SAL), SAL based on NIST SP 800-60 [131], and SAL
based on FIPS 199 [132]. The tool provides a way to document vulner-
abilities by answering the questionnaire that includes questions from
standards and custom questions curated by security experts. The tool
provides the plugin for graphical modeling of the system architecture.
Depending on the components that are drawn, the questionnaire can
be further enriched with component-specific questions. Every question
has its rank that follows these rules:

e Questions are weighted by subject matter experts with years of

experience in information technology and control system cyber-
security relative to other questions;
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e Every domain in which the questions were classified was given
weight in the same manner;

e Every question is connected to the SAL level that can affect the
overall weight of the question only if the SAL is greater than low
(e.g., if the SAL level is set to very high for the question, the
requirement is quite specific and not so high on the priority list).

The tool can be used in various CI sectors and can be beneficial for
organizations since it is open source. It has some limitations, however.
CSET puts more focus on individual components but not on the whole
solution. The architecture drawing feature provides only high-level
questions about the components that add a little value. It does not
insist on detailed risk assessment. Cross-standard self-assessment is
not provided since every standard is analyzed in isolation without an
option to group requirements by similarity. Also, there is a lack of
documentation about the ranking and weighting of the questions in the
questionnaire. While the only transparent factor is SAL level, other
factors include subject matter experts’ opinions without clear metrics.

Control System Cyber Security Self-Assessment Tool (CS2SAT) is
presented in [133]. The tool was developed by Idaho National Labo-
ratory (INL), and it is the property of the United States Department
of Energy. The tool’s primary purpose is to enable users to assess the
security of the control systems. The tool has a database with a couple
of standards, based on which INL created a questionnaire. The idea
that the tool propagate is to form a working group whose members
would be people from different organizational divisions that have the
capability to collect required documentation that can be used to fill in
the questionnaire appropriately. As in [130], the tool requires users to
define a few SALs that reflect possible consequences after the system
was compromised to choose the best mitigation measures for security
issues. Also, the tool enables users to draw system architecture. After
the users draw the system architecture, questions are classified based
on the components that are used on the diagram. Additionally, a
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set of questions is directly linked with selected standards. Reports
can be generated that show where unconformities are detected on the
component or standard level. CS2SAT’s algorithm prioritizes recom-
mendations based on the criticality of the component, relevance of the
requirements, and the gap size between where the system is currently
at and where the requirements expect it to be. These three factors
form the basis for further mitigation suggestions. Also, results in the
report can be categorized based on PPT and then decomposed in a
more fine-grained manner for further analysis.

The Cyber Resilience Review Self-Assessment Package (CRR) is
presented in [134]. The tool is one Portable Document Format (PDF)
file with 299 questions classified into ten groups. The questionnaire
aims to assess security practices in CI and their operational resilience.
The focus is put on areas that will bring better security and resilience
measures during normal and stressful operations. The questions are
based on a couple of standards (e.g., NIST SP 800-18 [135], NIST SP
800-30 [116], NERC CIP [57|, Federal Information System Controls
Audit Manual (FISCAM) [136], FIPS 102 [137] but the tool does not
check for compliance against them but only gives the overall score.
Each question focuses on assets classified into four categories: people,
information, technology, and facilities. The user has to mark how each
of the four assets is affected for each question. The overall impression
is that the high-level questionnaire represents a form of quick audit
since it is projected to be delivered during the six-hour workshop.
The Center for Internet Security developed its self-assessment tool
around CIS controls [138|. It is a web application that enables users
to track and prioritize their implementations of the CIS Controls. It
also includes knowledge extracted from a couple of standards, such
as NIST SP 800-53 [118]| and Payment Card Industry Data Security
Standard (PCI DSS) [139]. The users can also see how their systems
are positioned against the industry average. Other self-assessment
tools that we found are omitted from detailed analysis due to their
lower complexity that would not bring anything new to the discussion.
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The Open Security Controls Assessment Language (OSCAL) was
developed as a collaborative effort by the NIST and The Federal Risk
and Authorization Management Program (FedRAMP) [140] OSCAL
provides a machine-readable meta schema for different compliance
and risk management frameworks expressed in eXtensible Markup
Language (XML), JavaScript Object Notation (JSON), and YAML
Ain’t Markup Language (YAML). It is also used for sharing system
security plans, security assessment plans, and reports. The main goal
is to enable organizations to exchange information via automation and
provide interoperability. It consists of several layers:

e Controls Layer is the lowest layer with two models — Catalog
Model and Profile Model. The Catalog Modelrepresents a col-
lection of security controls in standardized, machine-readable
formats such as XML. This is suitable for easier information
search and conversion between formats. The Profile Model repre-
sents a baseline that consists of selected controls from catalogs.
It can provide a set of controls required to achieve a certain level
of security. Besides the information imported from catalogs, it
also provides placeholders for describing what to import, merge
or modify from the Catalog Model. The OSCAL is viewed as an
ongoing development, so there are only a few examples of future
usage of these merging and modifying features that aim to link
and modify similar security controls.

e Implementation Layer consists of the Component Definition
Model and System Security Plan Model. The maintainers of
the hardware, software, or services develop the Component Defini-
tion Model to describe in detail the controls that are supported for
this specific hardware, software, or service. System Security Plan
Model — as the name suggests — enables the modeling of highly
granular system security plan content, including points of contact,
system characteristics, and control compliance descriptions.
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o Assessment Layer consists of an Assessment Plan, Assessment
Results Model, and Plan of Actions and Milestones Model. The
Assessment Plan contains information on how to perform an
assessment or continuous monitoring activities. The Assessment
Results Model collects information produced from a set of assess-
ment activities, and the Plan of Actions and Milestones Model
provides placeholders for addressing the findings.

We find OSCAL a promising initiative led by respected organizations
that can be built upon. The idea of interoperability and easier exchange
of standards in clearly defined form is a step towards the renovation of
the topic. However, since it can be considered a new initiative in the
early stage of development, the adoption rate amongst the organizations
is yet to be determined. For our research, we try to define a model
that will be compatible with foundational parts of the OSCAL.

All these tools were analyzed to collect information that would
be beneficial for the model that we aim to define. They also pointed
out which standards would be interesting for detailed analysis. While
these tools are built to support security practitioners in their decisions,
their documentation lacks the details that are of utmost interest to our
research, such as approaches for requirements mapping, a weighting
system for the requirement prioritization, or a clear connection between
the requirements and risk assessment.

2.3 Maturity Models

Capability Maturity Model Integration (CMMI) describes best prac-
tices that can help organizations improve their processes. Specifically,
CMMI for Development provides guidance for the efficient develop-
ment of products and services [141]. Even though CMMI focuses on
processes, the maturity levels that it defines can be applied to other
segments of organizations or the systems they develop. CMMI defines
two paths using levels. One path defines that organizations have to
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improve processes in selected areas (capability levels) incrementally,
and the other enables organizations to improve the overall state of their
processes by incrementally addressing sets of process areas (maturity
levels). There are four capability levels:

e Level 0 — Incomplete — the process is either not performed or
is partially performed;

e Level 1 — Performed — process satisfies defined work to produce
expected products;

e Level 2 — Managed — process is planned and executed in accor-
dance with policy;

e Level 3 — Defined — process is accommodated to an organi-
zation’s specific needs and based on the organization’s set of
processes.

There are five maturity levels:
e Level 1 — Initial — process is ad hoc;

e Level 2 — Managed — process is planned and executed in accor-
dance with policy;

e Level 3 — Defined — process is well defined, accommodated to
specific organization’s needs, and improved over time;

e Level 4 — Quantitatively Managed — quantitative objectives
per customer and organization’s needs are defined and followed
for better process performance;

e Level 5 — Optimizing — processes are continuously improved
based on the quantitative understanding of business objectives.
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Gilsinn and Schierholz introduced the concept of a vector of Security
Assurance Levels (SALs) to describe the protection factor needed to
ensure the system’s security [142|. The SALs aim to help standard
developers, users, and vendors to understand the protection factor
without going into details about each standard individually. They
represent a qualitative approach to addressing the security of a system
split into zones. SALs can be broken down into four different types
that can be used in different phases of the security life cycle:

e Target SAL — represents the desired level of security for a system;

e Design SAL — represents the planned level of security for a
system;

e Achieved SAL — represents the actual level of security for a
system;

e Capability SAL — represents the security level that a system
can reach if appropriately configured.

These SALs are based on the seven foundational requirements that
are defined in International Electrotechnical Commission (IEC) 62443
standards:

e Access control,

e Use control;

e Data integrity;

e Data confidentiality;

e Restrict data flow;

e Timely response to an event;

e Resource availability.
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Here, SALs are not expressed as a single number but as a vector of
values that match seven foundational requirements. SALs are defined
in four levels, where each level increases the security posture:

e SAL 1 — describes protection against casual or coincidental vio-
lation. These violations — usually loose policies and procedures
— can come both from employees and outside attackers;

e SAL 2 — describes protection against intentional violation using
simple means. These means do not require many details about
the security of the system;

e SAL 3 — describes protection against intentional violation using
sophisticated means. Here, attackers require advanced knowledge
about a specific system’s security to craft custom attacks;

e SAL 4 — describes protection against intentional violation using
sophisticated means with extended resources. The difference
between SAL 3 and SAL 4 is in the resources that the attackers
have at their disposal.

The Cybersecurity Capability Maturity Model (C2M2) was devel-
oped by several bodies in the United States, mainly oriented toward
the electricity, oil, and gas sectors [143]. It is descriptive guidance
that proposes practices applicable to information technology and oper-
ations technology assets. It is designed for organizations to measure
and improve their cybersecurity programs. The guideline defines the
maturity model as a set of characteristics, attributes, indicators, or
patterns that represent capability and progression in a particular disci-
pline [143|. The maturity model that C2M2 proposes is a benchmark
against which organizations can evaluate the current level of capability
of their practices, processes, and security controls. Measuring current
posture can be beneficial to organizations since they can evolve and
transition into a more mature state. The model defines four maturity
indicator levels (MILs):
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e MIL 0 — practices are not performed;

MIL 1 — practices are performed but mostly ad hoc;

e MIL 2 — practices are documented and more advanced than at
MIL 1;

MIL 3 — policies are set in place, and personnel has proper
training and skills.

These MILs can be applied independently to each group of security
practices. C2M2 also states that evaluation quality depends on who
performs the practice, when, and with which tools and techniques. The
maturity may be good even if this is done ad hoc. The main problem is
that this approach cannot repeatedly give the same satisfactory results.
Thus, documenting steps and defining policies that must be followed
are crucial parts of the security uplift journey.

By looking at the three mentioned models, we can see a level of
similarity among them. CMMI gives two views and provides choices
to organizations. Even though maturity levels are more fine-grained
than capability levels, the capability levels seem to provide more
flexibility since the organization can focus only on those areas where
improvement aligns with business objectives. The SAL levels are pure
security levels that are oriented toward systems. We would agree with
the authors [142] and extend SAL with level 0 — much like Level
0 in C2M2 — to label systems with zero controls to satisfy security
requirements. C2M2 is more process-oriented but remains within
cybersecurity boundaries. The critical observation is that no matter
how good resources an organization has, the quality would not be
consistent over time if the work is not done systematically.

2.4 Risk Assessment Methods

Risk assessment is a necessary process that must be practiced in the
organization. It is used to identify, estimate, and prioritize risks
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to the organization in terms of assets, operations, employees, and
other organizations when some action is performed or some system is
used. This is recognized as an important point in NIST Cybersecurity
Framework. Implementation Tiers suggest having risk management
practices set in place to implement CSF successfully. The framework
defines four tiers that support organizational decision-making about
how to manage security risks: partial, risk-informed, repeatable, and
adaptive. CSF explicitly states that these tiers are not maturity levels
and that progression to higher tiers is only encouraged when feasible and
aligned with the organization’s upper management decisions. A proper
risk assessment methodology is critical for a successful CIP program.
Various standards and enterprise models describe how risk assessment
should be practiced [144, 145]. The methodologies for conducting risk
assessment might be different regarding the applicability domain and
the audience, but they all use common elements that are recognized
in Section 2.1 — threats and vulnerabilities that have to be identified,
classified, and their impact evaluated.

The two standardized approaches are NIST SP 800-30 Revision
1 [116] and ISO/IEC 27005:2011 [146]. Al Fikri et al. [147] even pro-
posed a methodology that combines these two approaches. NIST SP
800-30 provides guidance for conducting risk assessments of federal in-
formation systems and organizations. It identifies three levels on which
risk assessment can be conducted — organization level, mission/busi-
ness process level, and information system level. The risk assessment
process is done in four steps:

(1) Assessment preparation — required to define the scope of the
assessment, including gathering all inputs, assumptions, and
constraints that are relevant;

(2) Performing assessment — aims to detect all risks by analyzing
threats and vulnerabilities, impacts and likelihoods of exploita-
tions;
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(3) Results communication — required to provide the decision-makers
with necessary information about detected risks to guide them
in further decisions;

(4) Assessment maintenance — required to keep relevant information
about the risks up to date if the situation changes.

Each step consists of several tasks and supplemental guidance on how
to perform them successfully. NIST SP 800-30 has comprehensive
tables of threats, vulnerabilities, impacts, and likelihoods of threat
events occurring. This can be a good source of information even for
other risk assessment methodologies. NIST SP 800-30 suggests using
the following formula for calculating risks:

Risk = Likelihood x Impact (2.1)

The likelihood of the risk can be further expressed as:

Likelihood = Threat x Vulnerabilities (2.2)

For example, if the software or library used in the system has a known
vulnerability, there is a threat of malicious actors exploiting that
vulnerability to compromise the system. The threat can be eliminated
if the software is regularly updated to fix known issues. On the other
hand, the impact expresses the level of consequences the organization or
system will have if the threat occurs. The risk expressed as the product
of likelihood and impact is a widely accepted formula, even though
alternatives exist [148, 149, 150]. With a combination of likelihood and
impact, the risk level can be determined on a qualitative scale of very
low to very high or a semi-quantitative scale of 0-10, as presented in
Table 2.1.
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Level of Impact

Likelihood Very Low (0) | Low (2) | Moderate (5) | High (8) | Very High (10)
Very High (10) Very Low Low Moderate High Very High
High (8) Very Low Low Moderate High Very High
Moderate (5) Very Low Low Moderate Moderate High
Low (2) Very Low Low Low Low Moderate
Very Low (0) Very Low Very Low Very Low Low Low

Table 2.1: NIST SP 800-30 Level of Risk Assessment Scale

ISO/IEC 27005:2011 gives guidelines for the risk management pro-
cess for information and security in organizations that support ISMS
following ISO/IEC 27001. It describes both high-level and detailed
approaches for performing a risk assessment. The risk assessment
process is done in six steps:

(1)

(2)

Context establishment — required to determine the scope and
purpose of risk assessment;

Performing risk assessment — consists of risk identification, es-
timation, and evaluation. These are required steps to define
what could cause a loss to an organization, which estimation
methodology to use, and how to compare risks with evaluation
criteria;

Risk treatment — provides different guidance options on how to
address identified risks;

Risk acceptance — provides details on how to meet acceptance
criteria;

Risk communication — gives guidance on how information about
risks is communicated between decision-makers and other stake-
holders;

Risk monitoring and review — points out key guidance that
should be continuously monitored and improved.

45



CHAPTER 2. RESEARCH REVIEW

ISO/IEC 27005:2011 also uses matrices similar to NIST SP 800-30 to
express risks in a qualitative and quantitative manner, considering dif-
ferent likelihoods and consequences on business and organization assets.
As in NIST SP 800-30, ISO/IEC 27005:2011 gives a comprehensive
collection of threats and vulnerabilities.

One representative of enterprise models for risk assessment is the
Operationally Critical Threat, Asset, and Vulnerability Evaluation
Allegro (OCTAVE Allegro) methodology. It is a security risk evalu-
ation methodology developed by the Software Engineering Institute
at Carnegie Mellon University [151]|. It was designed to allow users
to assess risk without extensive organizational knowledge, expertise,
or input. It consists of eight steps grouped into four phases. In the
first phase, the organization must develop risk measurement criteria.
During the second phase, information assets are profiled to identify
which assets are used and how. In the third phase, the organization
must identify threats to the information assets. In the final phase, risks
are identified, analyzed, and mitigated.

Another example is the Factor Analysis of Information Risk
(FAIR) [152]. A security consultant Jack Jones designed FAIR to
help organizations understand, analyze and measure information risk.
Like other methodologies, FAIR follows a formal framework that has
four stages. In the first stage, assets and threats to them must be iden-
tified. During the second stage, it is necessary to collect information
to make an estimation of how threats can harm the assets that will
result in losses, both direct and indirect. In stage three, it is calculated
how much loss the organization can expect. In the final stage, risks
are derived and articulated qualitatively.

Filippini et al. [153| reviewed over 20 more approaches that can be
applied to critical infrastructures. Cherdantseva et al. [154] presented
24 risk assessment methods applicable to SCADA systems. They
find that methods can be roughly classified based on their details
(guidelines, activity-specific methods, and elaborated guidelines) and
their expressiveness (model-based and formula-based). This is the
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proper classification for all approaches mentioned in this section. We
can notice that a significant number of risk assessment methodologies
exist, thus making it difficult to choose one. Hence, organizations
usually go with standardized ones like NIST SP 800-30 and ISO/IEC
27005. Whichever risk assessment is used, the primary focus must
be put on the fact that this is an important activity that must be
regularly exercised. Thus, it is one of the essential parts of our model
and framework.

2.5 Techniques for Requirement Prioritiza-
tion

A significant number of methods for requirements prioritization have
been proposed in the literature [155]. These methods face different
challenges such as budget, time, resources, and technical constraints.
They also depend on the opinion of the subject matter experts and
stakeholders’ expectations. Achimugu et al. [156] find many error-prone,
with scalability issues, and lack the social actors’ aspect. This makes
the choice of the suitable method more difficult. The priority for any
decision is usually determined by examining multiple factors. Different
authors [157, 158] among the most popular methods for multi-criteria
decision-making problems emphasize Analytical Hierarchy Process
(AHP) [159], Technique for Order Preference by Similarity to the Ideal
Solution (TOPSIS) [160], and Simple Additive Weighting (SAW) [161].
Detecting criteria and assigning weights to them is common for all
three techniques.

AHP is a model that aims to simplify the assessment of all criteria
related to decision-making by organizing them into a hierarchy, evalu-
ating pairwise comparisons between relevant elements in a hierarchy,
and finally gathering weighted results from the process. It can be
time-consuming and not scalable for a more significant number of
requirements [162]. TOPSIS aims to obtain the farthest and shortest
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distance from the negative and positive ideal solutions, respectively.
It also adds weights to each criterion and calculates the geometric
distance between each alternative and the alternative that has the
best score in each criterion. Compared to AHP, it lacks the ability
to organize requirements hierarchically, and scores can be difficult to
update if irrelevant requirement is introduced [163]. In SAW, the final
score of each alternative for ranking is calculated by summing the
weighted criteria. It is easy to use, but the limitation is that the larger
rank always makes that decision alternative better. This puts greater
responsibility on the decision-maker to choose the proper weights for
all requirements.

Karlsson et al. [164] state that a prioritizing session could consist
of three consecutive stages:

e The preparation stage — a team is assembled for the session
and supplied with available information used to structure the
requirements;

e The execution stage — using the inputs from the previous stage,
the decision-makers define the requirements prioritization;

e The presentation stage — in this stage, results are presented to
the persons of interest.

Most of the proposed methods in [155] can be applied to security
requirements. Tariq et al. presented an exciting approach to prioritizing
the information security controls in cloud computing and wireless sensor
networks using a fuzzy analytical hierarchy process [165]. The authors
consulted decision-makers and defined seven main criteria for security
controls selection: implementation time, effectiveness, risk, budgetary
constraints, exploitation time, maintenance cost, and mitigation time.
The controls were assigned weight for each criterion, and the best
control was the one with the highest score. The proposed approach
was applied to ISO/IEC 27001 security controls. In [166], the authors
propose an extension to threat modeling with the goal of allowing
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the prioritization of security requirements via a valuation graph that
includes assets, threats, and countermeasures. Some authors propose
utilizing data mining and machine learning techniques to automate the
prioritization of the requirements [167], though the used algorithms
limit effectiveness, and efforts from the stakeholders are still needed.

Literature analysis showed us that different factors have to be
included in defining appropriate prioritization criteria for requirement
implementation. These factors include, e.g., how easy the criteria can
be used, the level of involvement of the users (primarily stakeholders),
how accurate the final result should be, and how risk assessment can
affect the priority.

2.6 Thesis Position

The previous sections described different aspects of our research, inter-
esting concepts, and implementations.

Looking at the literature review, we can conclude that similar
standards were analyzed. In this thesis, we want to provide more width
to the analysis of security publications by introducing more variety, from
organizational standards to horizontally applicable system standards
to guidelines and respected local regulatory documents.

Further, we want to provide a model as one solution to some limi-
tations pointed out in previous sections and be flexible to complement
existing solutions such as OSCAL.

Instead of traditional isolated standard analysis, we want to pro-
vide a framework that would simultaneously lead the users through a
cross-comparison of multiple standards and make compliance prepara-
tion easier in terms of accommodation to organization structure, risk
assessment, and implementation.
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Chapter 3

Model for Requirement
Representation

This chapter presents the core of the thesis that addresses the research
questions defined in Chapter 1. The proposed model for security re-
quirement representation is described in detail, from the analysis of
relevant standards that influenced model creation to addressing some
limitations of existing solutions described in Chapter 2 to setting the
screen for model validation. Proposing a plain model for security
requirements purely based on the entities extracted from the secu-
rity standards is not sufficient. This thesis aims to extend the base
model of the security requirements with elements that surround the
implementation process, which can bring value if they are documented.

Our research has used a three-stage methodology, as presented in
Figure 3.1.
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Phase 1 Phase 2 Phase 3

Model definition and Model validation

Security standards extension based on - )
e . . using arbitrary
elicitation from comparative analysis
- ) control standards
systematic literature of requirements, excluded from initial
review using PRISMA criteria prioritization,

analysis
and actors ¥

Figure 3.1: Three-stage research methodology

Section 3.1 presents the first stage that focuses on security publi-
cation elicitation from the systematic literature review. The outputs
from this stage are relevant standards, guidelines, and regulations that
are further used for information extraction and pattern detection. Sec-
tion 3.2 presents how selected publications and their requirements are
used to form appropriate classification that will be the foundation for
requirements grouping by similarity. Sections 3.3, 3.4, and 3.5 further
explain components that have to be included as an extension of the
initial model to allow cross-standard compliance tracking and require-
ment prioritization: assurance model definition, actors’ involvement,
and prioritization criteria, respectively. Section 3.6 presents the second
phase, i.e., the model definition that uses the outputs of phase one.
The third and final stage, model validation, is described separately in
Chapter 4.

3.1 Publication Selection

The first part of the first phase is a systematic literature review and
analysis of relevant security standards, guidelines, and regulations
for critical infrastructure. The literature review was done using the
Preferred Reporting Items for Systematic Review and Meta-Analyses
(PRISMA) methodology [168]. Thome et al. [169] and Cooper [170]
use similar concepts, but due to the wide acceptance of PRISMA as a
de facto standard for meta-synthesis and meta-analysis not bounded by
specific research designs, we decided to follow this methodology [171].
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The rationale for conducting a systematic literature review lies in the
fact that from these results, we can detect which publications are worth
considering for further analysis due to their structure and applicability.
Many publications exist today — especially those applicable to a
specific country or region — and they are heavily influenced by more
mature standards [76]. For example, German IT-Grundschutz [172]
is quite similar to ISO/IEC 27001 [173], and the United Kingdom’s
Cyber Assessment Framework (CAF) [174] references ISO/IEC 27001,
ISO/IEC 27002 [175] and IEC 62443 [176] in almost every chapter.
The main objective of the analysis is to find the publications that
have the most occurrences in scientific papers, books, and technical
reports that are mentioned in the context of the protection of critical
infrastructures. The occurrence numbers will be a good indicator that
a particular publication must be analyzed in more detail due to their
relevance in the scientific papers. Hunter [177|, Kuglowski [178], and
Gazis [179] presented qualitative approaches for standard evaluation
by domain, structure, and maturity. Also, a quantitative approach
is described in the works of Sommestad et al. [128], that base their
evaluation on the number of occurrences of specific keywords in the
text. The publication identification phase was initially based on the
quantitative approach in our research. This often regenerates much
noise in the initial record set. Hence, we introduced some qualitative
requirements during the screening process for more fine-grained results.

The eligibility criteria for the relevant publications we previously
defined in [45] are as follows:

e The publication has a published version in English;

e A standardization body or government institution published the
publication;

e The publication has to specify security requirements that can be
used for similarity and compliance testing. This means that the
requirements are well structured and classified and not defined
in the form of, e.g., an essay;
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e The publication is primarily security and not privacy-oriented.
Nonetheless, publications may have privacy-related requirements.

Additional criteria that were applied followed these rules:

e At least one publication had to be general and not too domain-
specific so that it can be adapted to the different critical infras-
tructure sectors;

e Standards had priorities over guidelines, and guidelines had prior-
ities over regulations. The reason for this is that certifications are
done against specific standards. On the other hand, guidelines
are not obligatory for full compliance, and regulations are usually
applied only at a national level not having extensive geographical
coverage;

e The adoption level had to be high, and this was confirmed with
occurrence numbers and consulting grey literature.

The aggregative databases were used in the search, concretely Google
Scholar and Semantic Scholar that contained papers of numerous pub-
lishers and recognized publishers such as the Institute of Electrical and
Electronics Engineers (IEEE), Springer, and Association for Comput-
ing Machinery (ACM). Search keywords were cybersecurity standards,
security standard, critical infrastructure standard, and security require-
ments, but this resulted in more than 40,000 results. The additional
keywords oil and gas, smart grid, power grid, electrical grid, water,
nuclear, food and agriculture, transportation, finance, dams, and health-
care were distinctively added in combination with the first four to get
more narrow results. Even though these search engines can do Boolean
searches, in this case, they looked at each of the keywords individually
or all of them at once, so the initial results had to be refined further
by looking at the titles, keywords, abstracts, and eliminating duplicate
and irrelevant studies, as well as employing backward and forward
reference snowballing strategy.
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This approach significantly decreased the initial records count, and
62 papers were further analyzed. After reviewing the selected papers,
34 only mentioned relevant publications in other contexts, and only
a few presented the research more comprehensively. The occurrence
of the most mentioned publications in relevant context is presented in

Table 3.1.

Publication Type of Publication | Occurrence
NERC CIP Regulation 16
IEC 62351 Standard 14

ISO/IEC 27001,/27002 Standard 11
NISTIR 7628 Standard 11
HIPAA Regulation 9

NIST SP 800-53 Guideline 9
[EC 62443 (ISA 99) Standard 8
NIST SP 800-82 Guideline 6
IEC 61850 Standard 4

PCI DSS Standard 3
GB/T 22239 Standard 3
DHS Catalog Guideline 2

Table 3.1: Publication occurrences in the study

The publications with only one occurrence were omitted from
the tabular representation as less relevant for further analysis. By
looking at Table 3.1, we can conclude that one of the highest numbers
of occurrences have general-purpose standards and guidelines such
as ISO/IEC 27001/27002 and NIST SP 800-53. Also, smart grid
publications have a dominant number of occurrences making this
sector, solely on the occurrence numbers, very interesting from the
security regulatory standpoint. Some sectors, such as nuclear, food and
agriculture, had one or zero occurrences, making them less relevant
to the security scientific community. Most of the publications are
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globally recognized, and the majority were developed by organizations
in the United States, but the Chinese GB/T 22239 information security
technology standard [180] can be emphasized as an honorable mention.

As with any literature review, the limitations of our review process
must be noted. The analysis was done based only on our interpretation
of the papers. Also, we cannot rule out the possibility that other
relevant standards exist and are used only in some geographic regions.
Some publications may not have found their place in the review due to
different reasons, such as terminology used by authors which did not
bring a paper to the attention of our analysis, a paper not being listed
on the databases examined, or not consulting the gray literature that
might have more relevant information. The literature search method
adopted still helped ensure an acceptable level of completeness of our
literature review, considering the limitations previously mentioned.
Hence, we believe that the papers analyzed are representative, and the
analysis results may be generalized for different critical infrastructure
domains.

The final set of publications that were used for further analysis was
the following:

[EC 62443

ISO/IEC 27001 and 27002
NIST SP 800-53

NERC CIP

3.1.1 Selected Standards

3.1.1.1 IEC 62443-3-3:2013 (ISA 99)

[EC 62443 are international series of standards developed by IEC and
the International Society of Automation (ISA99). These standards were
developed to systematically address the need to identify vulnerabilities
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in TACS environments and mitigate them. Series cover organizational
and technical aspects of security throughout the whole system’s life
cycle. The standards are designated as horizontal, meaning that they
are proven to be applicable to a wide range of different industries.
Standards are grouped into four groups to cover all aspects, from general
security concepts to technical requirements to secure development life
cycle requirements. To be precise, four groups are as follows:

e General concepts

x IEC/TS 62443-1-1 defines general terminology used in these
series and puts focus on seven foundation requirements;

x TEC/TS 62443-1-2 describes the terms and acronyms used
in IEC 62443 standards.

e Policies and procedures

x TEC 62443-2-1 presents guidance on how to develop a secu-
rity program,;

x IEC/IS 62443-2-2 presents a framework and methodology
for evaluation of the protection of IACS systems;

x IEC/TR 62443-2-3 presents patch management in TACS
systems;

x IEC 62443-2-4 presents security requirements for IACS ser-
vice providers that they can offer to the asset owners in the
integration and maintenance phases of project delivery.

e System security

« IEC/TR 62443-3-1 describes assessments of different cyber-
security tools, techniques, and mitigation measures that can
be applied to IACS environments;

x IEC 62443-3-2 describes requirements for risk assessment
for splitting TACS into zones;
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x [EC 62443-3-3 describes control system requirements related
to the seven requirements defined in IEC/TS 62443-1-1.

e Component security

« IEC/TR 62443-4-1 presents process requirements for estab-
lishing a secure development life cycle of IACS products;

*x IEC/TR 62443-4-2 presents security requirements for dif-
ferent components such as networks, software applications,
and embedded devices.

While all parts of these series are relevant, IEC 62443-3-3:2013 System
security requirements and security levels standard has become the most
utilized standard [181]. It defines four security levels that provide
proper granulation of all security requirements, covering everything
from protection from coincidental violations to intentional violations
using sophisticated approaches. Besides description, requirements
have a rationale and supplemental guidance section to describe the
intentions more closely. In our analysis, this standard was selected
since it represents the system-level standards that cover all relevant
security aspects of the system. Also, this type of standard can add
diversity to the overall results.

3.1.1.2 ISO/IEC 27001 and 27002
The ISO/IEC 27001:2013; Information technology — Security tech-

niques — Information security management systems — Requirements
is published by ISO together with IEC, and it represents the leading
international information security standard. It provides a framework
for systematical information protection by adopting an Information
Security Management System (ISMS). ISMS represents a set of rules
that must be defined and followed in the form of policies and processes.
It involves identifying stakeholders and their expectations and risks,
defining and implementing security controls that mitigate these risks,
and continuously measuring and improving processes. The goal of ISO
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27001 is to protect all three parts of the CIA triad. This can be done
by conducting risk assessments and implementing mitigations. The
standard consists of two parts:

e Part 1 — 11 clauses that introduce the standard terms and
definitions, as well as the requirements that have to be satisfied
if the company wants to be certified;

e Part 2— Annex A only states 114 control objectives and assigned
controls.

ISO 27001 only states what needs to be implemented, not how to do it.
Its supplementary standard, ISO 27002, provides guidance on how each
security control listed in Annex A of ISO 27001 works, its objective,
and how to implement it. The complete title of the ISO/IEC 27002
standard is ISO/IEC 27002:2013; Information security, cybersecurity
and privacy protection - Information security controls. It only provides
a specific aspect of an [ISMS, and organizations cannot certify against
this standard, unlike ISO 27001. ISO 27000 family of standards consists
of over 40 standards. Besides ISO 27001 and ISO 27002, the following
standards are used frequently:

e ISO/IEC 27005 — defines guidelines for information security risk
management;

e ISO/IEC 27017 — defines guidelines for information security in
cloud environments;

e ISO/IEC 27018 — defines guidelines for protecting privacy in
cloud environments.

These two standards were selected as the representatives of general-
purpose security standards that have the requirements that can be
applied to different sectors. They often go together with additional
security standards more specific to the systems in use.
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3.1.1.3 NIST SP 800-53

NIST 800-53 is a security compliance guideline created by the United
States Department of Commerce and the National Institute of Stan-
dards and Technology. The fifth revision is entitled Special Publication
800-53 Security and Privacy Controls for Information Systems and
Organizations. Since it is a technology-neutral guideline, various sectors
can adopt it. It is mandatory for all United States federal information
systems, organizations, and agencies except those related to national
security. The organizations that work with the federal government are
also required to comply with this guideline. In North America, NIST
SP 800-53 is widely used in the private sector. It provides guidance for
all types of information systems. These systems include:

e Healthcare systems;

e Cloud computing systems;

e Mobile systems;

e Internet of Things systems;

e Industrial control systems and networks.

NIST 800-53 consists of countermeasures, techniques, and processes to
respond to security and privacy risks. It is designed to provide guidance
to organizations in identifying a set of security and privacy controls that
are needed to manage risks and primarily satisfy requirements defined
in the Federal Information Security Modernization Act (FISMA) [182],
the Privacy Act of 1974 [183], and Federal Information Processing
Standards [184].

NIST SP 800-53 undergoes regular revisions to be up to date with
emerging security threats. Each control that is described contains base
control and control enhancements. Each base control has a discussion
section that gives more details about the control. Control enhance-
ments are used where there is an increased risk of system exploitation.
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A prerequisite for control enhancement implementation is successfully
implemented base control. For example, in the Identification and
Authentication family of controls, base control IA-2 covers the identifi-
cation and authentication of organizational users. A series of connected
enhanced controls provide more specific guidance, such as multi-factor
authentication, single sign-on, and the distinction of privileged and
non-privileged account authentication.

This publication is selected as a top guideline representative ac-
cording to Table 3.1. Even if initially aimed at systems that reside in
the US, it is well recognized and applied worldwide.

3.1.1.4 NERC CIP

The North American Electric Reliability Corporation Critical Infras-
tructure Protection is a NERC movement that provides a suite of
regulations that define how the bulk electric systems (BES) prepare
for cyber and physical threats that can affect the system’s reliability.
BES includes transmission elements that operate at 100 kV or higher
voltages and real power and reactive power resources connected at 100
kV or higher [185].

NERC is subject to oversight by the United States Federal En-
ergy Regulatory Commission (FERC) and governmental authorities in
Canada [57]. NERC requires all North American bulk power system
owners, operators, and users to comply with these regulations. The
unique NERC program tracks and assesses an organization’s compli-
ance. NERC event defines monetary and non-monetary penalties for
non-compliance [186]. Due to rigorous requirements, many countries
outside of North America require compliance or partial compliance
with NERC CIP to uplift their security. Currently, there are twelve
publications, with six more that are subject to future enforcement.
The requirements are focused on performance, risk management, and
entity capabilities. Each requirement has information about applicable
systems to define further the scope of systems and measures section
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that provides examples of evidence to demonstrate the implementation.
They cover different areas of critical infrastructure systems such as:

e asset identification;
e the Electronic Security Perimeter (ESP);

e management of system security;

sabotage reporting;

physical security of cyber assets.

NERC CIP was selected as the publication with the most occurrences
during the literature review. It has requirements that can be applied
to other sectors. Also, it represents the regulatory type of publication
that gives diversity to our analysis.

3.1.1.5 Excluded Publications

[EC 62351 is the current standard for security in energy management
systems. Its primary focus is on securing data communication and
processing through confidentiality, data integrity, authentication, and
non-repudiation [187]. The requirements are quite technical and can be
considered highly specific since they include security technologies for
specific communication protocols. That violates our eligibility criteria,
and hence even though this standard has a high occurrence number, it
was excluded from further analysis.

The Health Insurance Portability and Accountability Act (HIPAA)
was created by the United States Department of Health and Human
Services’ Office for Civil Rights [188]. It was created to modernize and
protect healthcare information and Personally Identifiable Information
maintained by the healthcare and healthcare insurance industries. It
consists of different rulesets covering privacy, security, and reaction to
breaches. Even though technology-neutral, this regulatory publication
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is excluded from the final set for further analysis since it is region-
specific, and one such representative (NERC CIP) was already included.

The National Institute of Standards and Technology Internal or
Interagency Report (NISTIR) 7628 Guidelines for Smart Grid Cyber-
security represents the three-volume framework that can be used to
develop cybersecurity strategies that apply to Smart Grid [189]. It is
considered to be a de facto standard for Smart Grid. This standard
was excluded from the initial analysis since it is oriented towards one
domain, but it was used as a control standard for model validation
in Chapter 4. NIST SP 800-82 specifies guidance on improving the
security in ICS, DCS, SCADA systems, and PLCs [190]. The publi-
cation gives a summary of typical implementation architectures with
associated risks, vulnerabilities, and mitigations to these systems. This
standard includes recommendations from the TEC 62443 set of stan-
dards and NIST SP 800-53. Since they were included in the analysis,
this standard was omitted.

IEC 61850 is the international standard that defines communication
protocols used among different equipment located in a substation, such
as different protection, control, and measurement equipment [191]. As
with TEC 62351, this standard was excluded from further analysis due
to a violation of our eligibility criteria in terms of specific levels of
details it provides.

The Payment Card Industry Data Security Standard (PCI DSS)
that describes requirements for companies that process, store, or trans-
mit credit card information [139], Chinese GB/T 22239 that proposes
general security requirements, and DHS Catalog that provides prac-
tices for various ICS [192]| had low occurrence numbers to be further
included in the analysis. As we mentioned previously, the occurrence
numbers in our eligibility criteria provide information about the usage
frequency and applicability of the standard among different sectors.
The numbers indicate that the direct applicability of these standards
is lower among sectors. Their structure might introduce noise into our
model, and hence we marked them as less relevant for our analysis.
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The final set of publications consisted of one system security stan-
dard, one general security information standard, one globally recognized
guideline, and one geographically specific regulation. This set gave
us enough diversity to cover different aspects of security requirements
and detect patterns that repeat. The excluded publications were too
domain-specific with a high level of details that would not benefit
our classification, or they reference selected publications to some ex-
tent. Most of the requirements from excluded publications would be
classified into only a few security control categories from the selected
publications, and we would not gain much on the similarity note.

3.2 Security Controls Classification

As the next step, the defined set of publications underwent an in-depth
analysis of each security requirement. This was done to find similarities
that could give us building elements of the model. Simultaneous
comparison of security requirements one by one from four different
publications can be quite challenging and time-consuming. For example,
if we would only compare ISO/IEC 27001 against NIST SP 800-53 or
NIST SP 800-53 against ISO/TEC 27001 and tried to directly map one
security control onto a similar one from the other publication, we would
have some controls that do not fully satisfy the intent of the controls
defined in other publication [193]. If we followed this approach and
repeated it for more than two publications, the results would be even
more inconsistent. With a more significant number of publications, this
does not scale well. With the assumption that the requirements from
different publications are similar by the intents they define, compliance
with only one of them would result in the equivalent security posture
no matter which security standard we choose to certify against.

One solution for this problem is to define a common view through
which all security requirements can be analyzed. One approach is
provided by the United States Department of Homeland Security. They
issued a control system security report that classifies security controls
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that security requirements describe into roughly two categories [194,
192]:

e Organizational sub controls — cover physical and cyber orga-
nizational management controls such as security policies and
personnel security;

e Operational sub controls — cover controls such as configuration
management and service acquisition that allow the system to
operate securely.

Another approach is provided by the NIST Cybersecurity Framework
(CSF), as explained in Section 2.1. CSF sees each security requirement
through one of five functions:

e identify — covers activities that will help an organization to
understand how to manage security risks regarding all assets;

e protect — covers implementation of different measures to ensure
delivery of critical services;

e detect — covers activities that will detect security events;

e respond — covers all activities that are necessary to respond to
detected security incidents;

e recover — covers activities necessary to restore any capability or
service affected by a security incident.

The security requirements are not grouped directly to the functions but
over cybersecurity categories. When we look at the selected publica-
tions, the CSF category is a synonym for a domain, dimension, or area
of knowledge that is used in this thesis interchangeably. The categories
consist of security requirements that are similar in terms of what aspect
of the assets should be protected when security control is implemented.
CSF has the flexibility to expand the number of categories above the
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existing 23. The categories can have subcategories to determine re-
quirements further. Classifying requirements deny flexibility for more
fine-grained grouping. As we pointed out in [45], there are several
examples of why this can be considered a limitation. CSF category
supply chain risk management is assigned to function identify. If we
analyze NIST 800-53, it has the domain with the same name, but the
requirements in that domain can be assigned differently to functions,
e.g., the requirement SR-10 Inspection of systems or components can be
assigned to function detect, SR-2 Supply chain risk management plan
to identify, or the requirement SR-9 Tamper resistance and detection
to protect. Further, some requirements can be assigned to domains that
do not exist in CSF. For instance, in NIST 800-53 CA-2 Control as-
sessments and ISO/IEC 27001 9.1 Monitoring, measurement, analysis,
and evaluation can be assigned to detect function, and ISO/IEC 27001
9.2 Internal audit and NERC CIP 014-2 R2 to identify the function,
and all of them can be related to compliance capabilities. Also, CSF,
in some cases, introduces ambiguity in its classification. For example,
ID.RA-1 is grouped under identify function, but DE.CM-8 is grouped
under detect function, but both activities involve the identification of
vulnerabilities. The functions can be seen as a good feature but not
as primary since standards define requirements that cover the whole
lifecycle of the systems, from policies and procedures to design and
implementation, to decommission. Focusing only on the domains that
have the majority of the requirements seen as protective and ignoring
the ones marked with detect function may introduce significant gaps
in the security posture of an organization or system.

If we look at the selected publications, requirements are naturally
grouped into the domains as the top-level hierarchy. More approaches
define different domains for security requirements classification. Dif-
ferent authors [130, 192, 195, 196, 197| define 26, 18, 18, 17, and 10
domains, respectively, as presented in Table 3.2.

66



CHAPTER 3. MODEL FOR REQUIREMENT REPRESENTATION

Ay1a8equy
JuoweSRURN uoryeOnpy :
UOT)RULIOFUT [euorjezIue3I()
ysTy SsouaIeMY
pue woIsAg
K10A009Y SOISUQIO U01109301] orem[e]N pue
eNsIq RIPSIN SuriojTuo
u01199301J JuUoWeFRURIA! osuodsoy] S
[ed1syq yuepiouf yuepiouf )
JuomoSeIT ]y A1moog Ebleexi chlogg Sururei], pue juomoBTUE]y
AyIqeIounp : : S jLEliblelg)
[ouuosia g 1eaIy ], ssouaIemy A3LINd9g
pue jeaIyJ, pu® uoIjeWIOU]
Sururel], pue
ssouoTRMY uo1109901J UOI1ROYTIUSP] 90URUDIUIR]A PUR uo1109901]
Aymong RIPOIA Ayiqerouny | juemrdo[ess(] we)sAg UOT)RULIOJUT
JuomeSRURIA! suoryeorddy JuoupseIT asuodsoy
9OURUDIUTRIA] pue sura)s£g TTOWNDOO(]
st ‘wor uepuf
[)eULIOJU] pue UOIjRULIOJUT
UOT)ROTUNIWIOY) UO01109301]
pure Suureqs asuodsoy SYIOM}ON pue B A A31IM9g
JuepIouy 2IN92931YDIy [RIUSWIUOIIAUG]
UOT)RULIOJUT pue walsAg
AJINdeG | UOIRDNULYINY PUR | SUOIIR[NIoY pue Suruue[J Aymugoy
UOT)eULIOJU] UOT)edYIIuap] Sy IomauIel,] o1897e11g o
stsAeuy JuSUeFRURIA ssTY 39940 JuLMIeSRURIA JuSUeFRURIA
JuepIouy uorpeIn3yuoy) uorjeIn3yuoy) uoryeIn3yuoy)
uonismboy
Sururel], pue T u01109901J
9OURUISAOY) sjassy 10qAD) S9dIATeg
SsouaIeMYy UOT)ROTUNUIWIO))
pue woIsAg
Suriojruoy Aumoag
snonuguony pue A[1qeIUN000Y souerduo)) [BIUSTTOIATR A[1qeIUN000Y
| pue jpny pue [eSe] . pue jpny
S9S59001 UOI10999(] pue [ed1sAyJ
EMMMMMWMMWM JuUoWOSRURIAl A39ye11g pue A31moag JuoMeFRURIA
.mm@m_m:.m 1ossy JUOUIUISAOL) [ouuosIog JUNo20Yy
JuoweSeuRN [o13u0)) soyesg UOEN A1Inoag [o13u0))
jo88Yy $8900Y/ : [euoryeziue3iQ) $S900Y/
‘Te 39 seuren OININD ‘Te 39 uoj[iqes Sorere)d SHA LHSD

67



CHAPTER 3. MODEL FOR REQUIREMENT REPRESENTATION

SIOUIN® JULISYIP A( SUTRWOP JO ISIT :g'¢ 9[R],

Surureay,

uo01999301J

wo)sAg

A1180uy

weISAg

uorysmboy

S9OTATOG

pue wWoISAG

JUOWISSOSSy pue

JuMeFRURIA!

sty

[o13u0))

$S000Y

oj0waY

S9INPad0IJ

SSOTOII A\

/oI90N /219310

JuowoSeURIA [elouoexr)

[PuuosIoJ wrei3o1J S9INPad0IJ

A1mooag pue seIog
A31180ut K10A009Y JUSUWISSOSSY pue

UOT)RULIOJUT JuoueSeuRN soI0g

I99sesi(]

pue woIsAg STy
u01999301J “orod
: so130[0uY2aT, A)1Inoeg we)sAg

SUOI)ROTUNIWIO)) sue[J
pue woysAg Surajoary [017U0)) SUIMOIADY
pue SULIO}TUOIN

SsouaIeMY asuaJo(] I0qAD) AY[1qRIUNODDY Aumoeg

[euonenitg PATIOY pue 3ipny [eo1syq

JTUOUISSISS Y 20URINSSY (019100 —
Aunoeg I0qAD §S000Y

‘e 18 selren OININD ‘@ 38 uoq[iqes Soreyep SHA LHASD

a3ed snoiasad woaj penuijuod

¢'¢ 9qBL

68



CHAPTER 3. MODEL FOR REQUIREMENT REPRESENTATION

Our selected publications, IEC 62443 3-3, ISO/IEC 27001, NIST800-
53, and NERC CIP, define another 7, 14, 20, and 12, respectively, as
presented in Table 3.3.
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Given the limitations in existing approaches previously mentioned,
we concluded that using category-oriented requirements grouping will
provide a more fine-grained classification. Also, the initial list of the
domains, for example, in CSF, needed to be redefined to cover more
aspects that security controls might enable. We analyzed requirements
from selected publications, extracted keywords that are potential can-
didates for the domains, and cross-compared domains from Tables 3.2
and 3.3 to define a new set. As described in [45], the result contains
24 domains presented in Table 3.4.

72



CHAPTER 3. MODEL FOR REQUIREMENT REPRESENTATION

‘sjesse A3o[ouyoe) 10 urwWIny 3urjosyje

€ SYSII AJLINDOS [[€ SSosse pue ‘ozAeue ‘10999(] JISWISSOSS Ut JUOMIAHEUR] STy
‘postwroadurod
e 9q jouued s19sse AF0[0UYD9Y IR} SINSUS AJ1IND0G [RIUSWUOIIAUY PUR [RIISAYJ
09 S[OIJUOD [RJUSWUOIIAUS pur [ROISAYd ATddy
¢ *o01 oyads e 10] sseoorxd Surary oYy Surmp A)mosg PUUOSI]
syoeYd [eorSo[oyoAsd pue punoidyorq ao1j0elJ ’
osuodsai
¢ osuodsey] JuepIouy
JUOPIOUT J0J seInpodold urejurewr pue auyo(J
‘[1dop-Uur-osusjop UIRJUIRU PUR SOOIADD
€ qutodpus 309901d 09 sjo1juod Ajrmoss Aiddy Aypmoog gurodpugy
¢ *9[0AD9JI[ ST UIYIIM UOIIRINSYUOD S WOISAS JusweSeuepy uoreMSHUOD
oY} JO ADU9)SISUOD UTRUIRW pU® YSI[R)SH :
. -oourer[durod pajedIe) Urejurew 09 Ayqqeder souerduon)
SjIpne [eulsjul pue sjuswssosse rengas Aojdwry o '
1IN0 Ued S9SURYD POzZLIOYIN®
€ A[uo aansuo 03 seanpoadord mof[oj pue Aojdwyy yuowLgeuR]y A5Ieys)
‘Tesodsip
e [un queweanooid oy} wolj S[0AISJI[ S[oYM JuoweSeURN 1SSy
a1} InoySnolyy} syasse A3o[ourdey [[e o8rurR\
“UOTYRULIOJUT POYR[DI-A}LINDDS
v JO UWOI109[[0D 9} 10 S[0Iju0d Aj1moss Aojdwyy BULOYOPY ALmodg
OINO0S St uorjepIeA pue
14 h wo)SAS vomoﬁo\,wv 97} 9INSUD 0} UOIJepI[eA PUR ‘wopeymswerdy ,swﬁmwm— oamoog
uonjejuswe[dul ‘SIsA[eue USISOP 2INDSS 901}0vIJ ' :
"q)dop-ur-osusJop UrejureuwWl pue 9InjoelIydIe %
v JyIomyou 109901d 09 sjorjuod Ajumnoes Addy IND9G JI0MION
‘se1np jo uorjeredes pue
a8or1aL1d 3ses] jo serdourid yym Jurd[durod
¥ v o : [0I7U0)) SS00Y puR JUSWRSRUR]N A1JUSP]
Aq sure)sAs o) 0] $S900R PUR ‘UOIIRIIJUSINE
‘UOo1)ROYIULPI 9Y) I0J S[0I1Ju0d AJumdss Addy
“uoryeZIue3Io o) ul U DUEL w1e
v o3esn ozA[eur pur UOI}ROYISSR[D BIRP dUYD(] PUeH ®=¥ed
*JUOPIOUI UR JO 9Sed Ul 9jeiodnoal 0} seinpesoid S 1oAOOON] IO1SBSIA DUE A1MUIIHON SSOUIST
v A19A0001 pue dnyoeq so130e1d pue suygs(] eSSt p HIARUOD g
81008 aa1109fqQO urewro(

73



CHAPTER 3. MODEL FOR REQUIREMENT REPRESENTATION

S9I09S 1M SUTRWOpP pauygep Jo ISTT ¢ 9[qel,

*109foad Surysixa 10
MU oS I10J parmbai sedinosar ASojouyday
pue uewny o8euewl A[JUSIOYe pur 91ed0[[e A[1odolg

JuoUIaSRUR]\ 92IN0SN]

‘q)dop-ur-osusjop urejurewr pue
s001A0p 9[qelrod 109301d 09 s[o1juod Ajrmoss Ajddy

£31IM29g 901A9(J 9[qBIIOJ

'soorpoerd gsaq
A19STIpUl pue UOIRINSPUOD PIPUSTUUIOIDT IOPUSA
Buifjdde £q syesse ASojouyoey [[e urejurewr Ajrodorg

0URUSUTRIA

"“AJ1INO9S S WIRYSAS 91} j0a]je A[esIaApr

PIMoo ey sjyea1ysy jsurede uorydsjoid ojerrdordde
opiaold pue 9INjONIISIJUI 9 UIYIIM SOI}[IqRISUNA
Ajryuept djay 09 sesseoo1d pue S[OIJU0D YSI[(RISH

JuemraSeuR N U2JReJ pue A[Iqeraurnp

“X[SLI [RUOI}IPPE 9ONPOIUT J0U Op pue sorod s, UOTJeZIUESIO

o} m A[duIod Sad1AIeS pue suralsAs parmboe
[[® YY) 9INSUSd 0} SUOIJRUIUILXD PIPOIIU [[€ ULIOJIDJ

uorIsImboy $01AIG pue W0ISAG

‘1891 Je puR }ISURI} Ul B)ep SULINDSS I0]
S[OIJU0D PAZIUS002I-AI)SNPUT UMOUN-[[oM SZI[1}()

01399701 UOIJRITUNWIUIO)) pue
‘eje(] ‘wa)sAg

*A}1IND9S SSaIppe
01 wreidoid S1)eUILYSAS s UOIYRZIURSIO UR dUYS(]

9OURWISAOY) ADRALI pUR AJLINDSG

*S[OIJU0D A}1INO9S
reuoryerado juswaiduur 0 swstweyoaw Aojduwry

suoryerad() £)1moog

‘Sururer) pazijeoads SulIsjjo pue UoIIRZIURIIO oY)
UMM 2INJ[NO pue ssoualeme A)JLINdes Juisrel
Aq yuawrdojeasp [ouuosiad snonurjuod Aoydwry

Sururel], pue ssoualemy AJLINOSG

2100g

2A1199(qQ

ureuwro(g

a8ed snoraead wody penuijuod

¥°€ 9lq&L

74



CHAPTER 3. MODEL FOR REQUIREMENT REPRESENTATION

We grouped all requirements from the selected publications to
their respective domains in the following step. Similar requirements
were also subjectively grouped into clusters inside a domain during
this step. Throughout this process, we noticed that NIST SP 800-53
has a significant number of requirement enhancements that could be
classified into different domains and not necessarily into the original
domain where, by guideline definition, all requirements reside. Some
of the examples were noted in our previous work [45]: IR-4 Incident
Handling (4) Information Correlation, SI-4 System Monitoring (23)
Correlate Monitoring Information, and AU-6 Audit Record Review,
Analysis, and Reporting (3) Correlate Audit Record Repositories can
be grouped even though they originally belong to other domains. Sim-
ilarly, IEC 62443-3-3:2013 has requirement enhancements that can
be interpreted as the natural enhancements of the base requirement
that can go together, unlike NIST SP 800-53. Also, requirements and
requirement enhancements are bounded by so-called security levels.
The base requirement is mandatory to be satisfied to be compliant
with any security level above one. The difference in the certification
process makes the requirement enhancements that are usually defined
for security levels two and above. Looking only at these two publica-
tions, we concluded that for the requirement classification, requirement
enhancements have to be considered as the first order requirements,
i.e., for most cases, equally important as the base requirements, with a
few additions being that they have ancestors, and they might be more
demanding to achieve.

As already mentioned, CSF security functions are a nice feature
to have to balance between different security controls that focus on
different phases of an organization or system lifecycle. That is why
we labeled each requirement with one of the five functions. This gives
more mobility for security experts to reprioritize decisions in case of
additional constraints such as limited budget and to focus more on
security events prevention (identify, protect, detect) or on what to do
after a security incident occurs (respond and recover). This vector
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is not included in the prioritization criteria described in Section 3.5
because the degree of dependency on technology, people, and processes
varies in terms of devices, networks, applications, data, and users, as
stated by Yu [124].

We quantified domains to provide additional information for the
prioritization criteria described in Section 3.5. The prioritization
criteria will allow us to sort non-compliant requirements by importance
for implementation, similar to some of the tools described in Section 2.2.
Unlike these tools that lack a clear explanation of the methodology used,
how many experts were interviewed, and what professional background
qualifies them to construct the scoring system, we used a quantitative
approach based on the information extracted from publications. These
scores will play a minor role in overall priority score calculation since
we will focus on more critical elements in further sections, but they
can bear enough value to present nuances between the requirements.
Due to their minor role in the overall score, the threshold values were
roughly defined.

As defined in [45], the following rules were used to calculate scores
in Table 3.4:

e All 24 domains have an initial score of two on a scale of 1-2
based on the occurrence during the systematic literature review
and domain definition. The scale has two values to support the
domain list extension in the future. The expectations are that
updated versions of existing standards and new standards will
arise, and they will have new requirements specific to the new
technologies such as cloud security, edge security, or the Internet
of Things. These newly introduced domains will get an initial
score of one on a scale of 1-2 due to their novelty and domain
immaturity;

e [f the domain had over 50 requirements in all four publications
combined, it gets an additional one point because of the assump-
tion that the domain is versatile and can express its requirements
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in a fine-grained manner. This limits an arbitrary interpreta-
tion of the requirement depending on the organization. The
threshold number is high since NIST SP 800-53 has many re-
quirement enhancements, and we interpret them as the first order
requirements;

e If three or more security requirements from the same domain
in three distinct publications are labeled as similar, the domain
gets an additional one point because of the assumption that the
majority of analyzed publications recognize the importance of
that control. Similar requirements were subjectively grouped into
subcategories inside a domain by the intention requirements try
to achieve. For example, the domain Identity Management and
Access Control can have the subcategory Access Control Manage-
ment where we can put IEC 62443-3-3:2013 SR 2.1 Authorization
enforcement, ISO 27001 Appendix A 9.1.1 Access control policy,
NIST SP 800-53 AC-1 Access control policy and procedures, and
NERC CIP 004-6 R4 Access Management program. That is suffi-
cient for the domain to gain one additional point. On the other
hand, the domain Endpoint Security can have a subcategory
Mobile Code where we can put IEC 62443-3-3:2013 SR 2./ Mobile
code and NIST SP 800-53 SC-18 Mobile code that is insufficient
for the domain to improve score based on this subcategory.

Looking at Table 3.4, we can conclude that all publications emphasize
providing business continuity, securing data and users, and thinking
about security from the beginning of the software development lifecycle.
On the other hand, there are fewer requirements when we approach
the end of the project delivery and enter the maintenance phase. Also,
these publications focus more on traditional systems with less portable
devices as the primary source of information. With the expansion
of IoT and edge computing, this will undoubtedly change. Resource
management is an important category but often overlooked, and this
analysis proved this once again.
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3.3 Assurance Model

The model has to be extended to gain all the required information to
address all research questions. We already stated that publications
have base requirements that are usually obligatory to be satisfied
and serve as a mandatory prerequisite for requirement enhancements.
Also, we noted that some requirements might be harder to achieve
than others. Therefore, the requirements have to be observed with
an additional vector in mind. This vector we call the assurance level
inside a domain. The assurance levels use a qualitative approach to
express how sophisticated security controls are used to satisfy security
requirements. Each advanced requirement that is successfully satisfied
requires more sophisticated means to make an exploit. For example,
all base requirements regarding user authentication assume at least
password-based authentication. The advanced controls involve imple-
menting multi-factor authentication, a more sophisticated control that
is harder to exploit. This information can be used to track the maturity
of the security posture. Different maturity levels influential to our work
are presented in Section 2.3 [142, 143, 141].

Our proposed assurance level model is two-dimensional. The first
dimension reflects the essence level and the second the maturity of
implementation, i.e., the implementation level. The essence level
represents the priority of the implementation of the requirements. In
previous work [45], we proposed numerical nomenclature for this:

e 3 — the requirement is mandatory and must be satisfied for the
final solution to be acceptable;

e 2 — the requirement has a high priority and should be included,
if possible, within the delivery time frame with a lower priority;

e | — the requirement is desirable, but the priority is the lowest;

e () — the requirement is not obligatory to be addressed.
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The numerical scale is descending to accommodate the prioritization
criteria described in Section 3.5 of this chapter. The values can be
assigned driven by different goals. For example, if the goal for the
organization is to prepare for IEC 62443-3-3:2013 security level 1 certi-
fication, only requirement SR 3.8 Session integrity would be assigned
the essence level 3, and all SR 3.8 requirement enhancements would be
assigned the essence level 0, 1, or 2 since they are not necessary for the
goal to be accomplished. Also, if the system does not allow wireless
access to portable devices, in NIST SP 800-53, AC-18 Wireless Access
enhancement 5 (Antennas and transmission power levels) be assigned
level 0.

The implementation level is a qualitative measure representing
the overall maturity of security control implementation defined in the
requirement. The proposed implementation levels are guided by the
scale defined in CMMI [141]. Even though CMMI levels are process-
oriented, they can be applied to all three pillars of the PPT framework
since all of them can implement controls described in the requirements
as stated in NIST SP 800-53 [118]. One of the main drivers for our
research is the needs of product providers, and since the CMMI model
contributes to the performance of the product providers [198|, the
proposed implementation levels reshaped the existing scale to fit our
needs. The implementation levels are as follows [45]:

e Not Applicable — security controls are not implemented since
the security requirement is not applicable to a specific security
context where the organization or system operate;

e None — security controls are not implemented;

e [nitial — security controls introduced through requirement are
implemented ad hoc with a low level of maturity and traceability;

e Managed — security controls are implemented and documented
to comply with the requirement as a bare minimum; there is no
clear plan for further improvement in case of an organizational
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or system change; Requirement enhancements, if any, are not
implemented;

e Defined — security controls are improved compared to the previ-
ous level by implementing requirement enhancements if they exist;
Process and technology invariants are defined where possible;

o Quantitatively Managed — security controls are quantitatively
analyzed to identify deviations and implement further improve-
ments;

e Optimizing — security controls are continually improved through
innovative technological improvements and lessons learned.

The implementation levels can express the organization’s overall matu-
rity against the selected standards. For example, as we pointed out
in [45], the report can be generated based on the implementation levels
assigned to requirements to provide statistical information about the
percentage in which domain requirements’ implementation achieved a
Defined or Quantitatively Managed level of maturity.

Payne [199] states that a straightforward security metrics program
must be defined for goals and objectives. When it comes to standard
alignment, security assessment, and certification preparedness, this is
related to the assurance levels we defined. The goal definition by NIST
SP 800-53 is presented in Section 2.1. The actors who define goals only
express the main intentions for achieving the goal but not the means
to accomplish it. The involvement of other actors that will delegate,
track, and implement security controls is necessary to achieve those
goals. Since achieving goals is something that takes time, tracking the
whole process is essential. Key performance indicators (KPIs) should
be defined to measure the effectiveness of the implementation. KPIs
represent a measure of performance over time for a specific objective.
They provide targets and milestones to which teams aspire and give
insights to the upper management to make better decisions. KPIs can
be necessary to keep the teams involved in requirements implementation
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aligned with the organization’s goals, hold them accountable, and make
necessary adjustments. One example of the security goal would be
that the system must be aligned with the IEC 62443-3-3:2013 set of
SAL level 3 requirements. This means that 90 out of 100 requirements
and requirement enhancements must be implemented. This goal can
be interpreted as a standalone project involving different people in
the organization and making them cooperate. With the assumption
that the organization follows agile development practices [200] to track
progress, one KPI can be the weekly or monthly burndown trend of
fulfilled requirements per seven domains. Security goals and KPIs
are elements defined and interpreted by human actors. Regarding the
model we develop, KPIs are not the essential extension but natural
addition that goes well with another extension element described in
the next section — actors.

3.4 Actors

If we wanted to extract our security requirements driven by the business
needs, we have different techniques that have the capability to do that,
as described in Section 2.1. Since our focus is on security standards and
guidelines, the elicitation process is more straightforward. Standards
and guidelines have well-defined requirements that are proven to work
in practice. In the previous section, we defined an assurance model that
can align with business needs. The model we want to create is primarily
aimed at security practitioners in companies who should be able to
track the implementation process. In this process, naturally, other
relevant entities from the organizational structure must be involved
since the organization is a complex pattern of communication and
relationships among human beings [201]. Hence, the question what are
the requirements that need to be addressed? is extended with and who
will tmplement them? This section discusses the relationships among
the social actors involved in the implementation process.
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Boehm states that an error not identified and corrected in the
requirements phase can cost a lot more to correct in subsequent
phases [202|. Therefore, security requirements should not be an af-
terthought. Ideally, the organization would have implemented the
information security management system (ISMS) and security devel-
opment lifecycle (SDL) on a system level such as one designed by
Microsoft [203] or IEC 62443-4-1 [204]. However, in practice, this is not
always the case. A survey done by Errata Security shows that, out of
46 organizations, 30% use a formal SDL, while 43% do not use any SDL
methodology [205]. Mohamed et al. [206] conducted a study that shows
that employees are getting aware of how much security is essential,
but SDL practices are still in the early stages, and there is a lack of
security-related training. On the other hand, Said et al. [207] showed
that top-level management and organizational structure support make
the most significant impact on information security knowledge man-
agement implementation. These results influence the definition of the
social component of our model.

The idea for modeling social actors can be used from the i* (iStar)
framework, a basis for several goal-oriented models described in Sec-
tion 2.1 [208]. The ¢* framework enables the construction of a model
that represents an organization or socio-technical system. It identifies
stakeholders and models them as actors who depend on each other to
achieve goals. It requires creating an actor diagram, a graph whose
nodes represent actors while edges represent dependencies among them.
Since our model aims to track requirement implementation to lift secu-
rity posture to a more mature level or prepare a system or organization
for certification against an arbitrary standard, the ¢* framework has
conceptual elements that we need. The framework defines actors as
active entities collaborating with other actors to achieve their goals by
exercising their know-how [208]|. These actors can be categorized into
two types [209]:

e Role — abstract characterization of the behavior of a social actor
within a domain, e.g., security advisor or software engineer;
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e Agent — concrete actor, e.g., person or organization.

Actors are connected with actor links:

e plays — links an agent to a role, e.g., a person plays the role of
security advisor;

e is-part-of — links actors of the same type, e.g., the software
engineer is part of one team in the organization;

e is-a — specialization construct where one actor of any type
specializes another actor of the same type, e.g., programmer role
has junior, intermediate, and senior roles;

Actors define their intentional elements:
e (oal — represents a state that the actor wants to achieve;

e Soft goal — represents an ambiguously defined goal without clear
criteria for its fulfillment;

e Resource — represents an entity that is produced or provided by
the actor;

e Tusk — represents an activity defined by some procedure that
explains how something can be done.

Intentional elements are then connected using intentional element links
to express intentions in a structured way:

e Means-end — offers alternative approaches to achieve goals;

e Contribution — expresses how intentional elements contribute
to the satisfaction of soft goals;

e Decomposition — enables decomposition of complex elements
into smaller ones of the same type.
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Besides actor links, actors are connected through dependencies. A
dependency represents a link between two actors where one actor (the
depender) depends on another (the dependee) to fulfill a goal or soft
goal, perform a task, or deliver a resource (the dependum).

One of the problems that the i* has is scalability [210]. Scalability
issues can be mitigated by using model views that depict only essential
parts of the model to the problem being solved, i.e., strategic depen-
dency. Strategic dependency is a network of dependency relationships
that show who depends on whom for what. Therefore, we did not want
to include every element that the 7* defines, only those necessary to
connect between social actor entities. The adjusted elements to fit our
model are presented in Table 3.5.

i* element Our model element
Actor (depender and dependee) | Actor involved in the implementation
Role Role in which actor acts

Security control that is to be implemented to

satisfy the security requirement

Relationship between social actors (depender and dependee)
and security requirements through security control

Goal Goal to be achieved

Resource (dependum)

Resource dependency

Table 3.5: Mapping of the i* elements to our model

We can track all dependencies between actors and security controls
that need to be implemented to satisfy security requirements using
these elements. For example, as part of achieving compliance with an
arbitrary standard (goal), if the requirement is to define Security Infor-
mation and Event Management (SIEM) rules for security monitoring
of a system that should be added as a part of the offering (dependum),
the security advisor (depender) needs to report the progress to the
upper management in the form of the number of rules that will be part
of the portfolio or the percent of the false positives that the ruleset
creates (KPI). The security advisor depends on the security engineer
(dependee) to design and implement the rules, and the security en-
gineer (depender) depends on the infrastructure engineer (dependee)
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that needs to set up the system for testing. This forms a dependency
graph of all involved social actors where on each level, we can have
more than one actor depending on the others. Complex graphs signal
that compliance with a particular requirement can take more time,
making them a priority for the analysis. Therefore, it is vital to get
familiar with the organizational structure and identify all actors to
track the requirement implementation dependency graph precisely.

3.5 Prioritization Criteria

In previous sections, we presented a couple of elements that are im-
portant to analyze in more detail to extract relevant information that
can help the organization improve its security posture. Also, these
elements are closely related to security requirements that have to be
satisfied. Now, we can combine this knowledge to make a distinction
between the requirements when preparing for their implementation.
To do that, we must form prioritization criteria that will help us with
the decision in which order to proceed with the implementation.

Section 2.5, described existing approaches for defining prioritization
criteria. They all have their advantages and limitations. We must take
into consideration that the same requirements can have different prior-
ities in different organizations. For example, suppose an organization
or its systems operate in an area where the likelihood of earthquakes,
tornadoes, or tsunamis is increased. In that case, data and systems
recovery requirements will have a bigger priority for these organizations
than others residing in geographically safer areas. Also, organizations
that have an obligation to comply with a broader number of standards,
guidelines, and regulations will have to work with a more significant
number of requirements in total. Using some techniques described
earlier that require complex calculations on a considerable amount of
data is not scalable.

Further automation of the prioritization of requirement implementa-
tion can be more difficult. That is why we focused on determining the
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proper criteria instead of proposing a new technique for prioritization
calculation. Our criteria for choosing one technique are as follows:

(1) The technique has to allow each criterion can be weighted. This
is necessary to distinguish more important criteria for the overall
score.

(2) The technique has to be simple enough to be used even without
extensive software automation. This means that anyone from
the organization involved in the security posture uplift process
would easily understand and use this technique.

(3) The technique has to have wide acceptance in practice. This is
evidence that it is a proven technique.

Among the existing techniques from Section 2.5, most were derived
from AHP, TOPSIS, and SAW, which served as a basis. While AHP
and TOPSIS satisfy criteria 1 and 3, they are slightly more complicated
in terms of calculations than SAW, making them fall on criterion 2.
The Simple Additive Weighting (SAW) method or weighted summing
method satisfies our criteria. Nonetheless, all three techniques work
with weighted criteria so that SAW can be easily substituted with
another technique in future work.

Considering analysis results from previous sections, four elements
of prioritization criteria are:

e Risk level score (RL)

e Essence level score (EL)

e Actor dependency graph score (ADG)
e Domain affiliation score (DA)

These elements can be used as a criterion for requirement grouping
by similarity. By introducing multiple criteria, prioritization gets less
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prone to errors and less dependent on the decision-makers and security
experts involved in the calculation. DA score is driven by standards,
EL by the business decision on which compliance level an organization
or system certifies for, and ADG by organizational structure. The room
for error can be inaccurate risk assessment, but the error space can
be reduced by utilizing comprehensive risk, threat, and vulnerability
registers.

In Section 2.4, we explained representative risk assessment ap-
proaches. These approaches are usually tailored to the organization’s
needs, primarily regarding possible applicable threats and vulnerabili-
ties. We can make a coarse-grained classification based on qualitative
and quantitative approaches for risk assessment. Both types have
their limitations. The qualitative approaches rely on subjective data
and much simplifying assumptions. The quantitative approaches use
probabilistic methods where risk estimation is never complete in the
mathematical sense. Nonetheless, the key element that organizations
need to focus on is the definition of a security risk register. Each
security risk must be identified, and the owner must be assigned.

This is usually someone from the management. By looking at the
risk assessment formula 2.1, we can see a close relationship between risk
and threats and vulnerabilities. The connection between them is made
over assets or resources. The asset of value may have a vulnerability that
the threat actor can exploit. Security controls must be implemented
to secure the assets. Security controls are mechanisms that can be
used to satisfy security requirements. These are necessary links that
we have when assessing risks. Risk assessment is the most crucial
criterion among all four since the consequences of wrong assessment
can be catastrophic in terms of fines, damaged reputation, customer
dissatisfaction, or even business failure.

When we have defined our criteria, now SAW steps must be followed.
The SAW has the following steps:

(1) Define the criteria that will be used as a reference in decision
making, namely C;.
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(2)

(3)

(4)

Determine the suitability rating of each alternative on each crite-
rion.

Make a decision matrix D based on the criteria (C;), then nor-
malize the matrix based on the equation adjusted to the type of
attribute (benefit attribute or cost attribute). The equation is as
follows:

_m:ng if 7 is the benefit attribute
— if j is the cost attribute
ij

where:

e R;; is a normalized performance rating of alternatives

e 1;; is the attribute value of each criterion

e max x;; is the maximum value of each criterion

e min x;; is the minimum value of each criterion

e for benefits, the maximum value is the best; for costs, the

minimum value is the best

The final result is obtained from the ranking process, i.e., the
addition of the normalized matrix multiplication with the weight
vector so that the highest value is chosen as the best alternative
(A;). The preference value for each alternative (V}) is given as:

j=1

where:

e V; is the ranking for each alternative

e w, is the weighted value of each criterion
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e [?;; is the normalized performance rating value

We have already defined prioritization criteria for the first step.
Next, suitability ratings required by the second step are given. We
already mentioned that each criterion could affect the final ranking
of the requirement differently. The most impact on the ranking must
have the risk assessment score, namely half of the overall score. The
risk level score can be calculated for each identified risk separately,
and they all can be included in the calculation of the priorities or, for
simplicity, only the risk level score with the maximum value can be
observed. The essence level is the second criterion that affects the
overall score. Since it covers all types of publications, some of which
are not mandatory to be compliant with, the weight should be smaller
than for risk assessment. Actor dependency criterion depends on the
organizational structure, which can be different from case to case, and
domain affiliation is a criterion that should provide better granularity.
This order of precedence applies if multiple requirements have the same
overall score.

We will use scaled quantitative scores from Table 2.1 calculated
with the formula 2.1 for the risk assessment score. This is presented in
Table 3.6.

Risk Level - C'; | Score | Weight
Very High )
High 4
Moderate 3 50%
Low 2
Very Low 1

Table 3.6: Risk Level Criterion

For the essence level, we will use the proposed nomenclature in
Section 3.3. Naturally, the requirements that are not necessary are not
scored. This is presented in Table 3.7.
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Essence Level — C5 | Score | Weight
Mandatory 3
High Priority 2 30%
Low Priority 1

Table 3.7: Essence Level Criterion

For actor dependency graph complexity explained in Section 3.4,
we will use scores presented in Table 3.8. There are always a minimum
of two actors, one depender and one dependee. Complexity can be
adjusted per actual organizational structure.

Actor Dependency Graph — C3 | Score | Weight
Extreme (10+ actors) 4
High (6-10 actors) 3 5%
Medium (4-6 actors) 2 0
Low (2-4 actors) 1

Table 3.8: Actor Dependency Graph Criterion

For domain affiliation scores, we will use scaled scores assigned in
Table 3.4 in Section 3.2. This is presented in Table 3.9.

Domain Affiliation — C, | Score | Weight
High (score 4) 3
Medium (score 3) 2 5%
Low (score 1-2) 1

Table 3.9: Domain Affiliation Criterion

We will assume that four requirements from arbitrary standards will
be alternatives for prioritization — A;, A, A3, and A4. Since this is only
a demonstration of how the SAW method works, we assume that the
suitability ratings were already determined. Also, to demonstrate how
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the SAW method works, we will assume that only risk with maximum
value for each alternative is used for further calculations. For our
criteria, we treat every criterion but ADG as a benefit. The risk
reduction naturally gives more benefits than it would cost in the long
term. If the goal is to achieve a certain level of security defined in some
arbitrary standard, the essence level can also be treated as a beneficial
criterion. The domain affiliation has the lowest impact on the final score,
but in the long term, compliance with the requirement from a specific
domain can affect the qualitative component of the implementation
levels defined in Section 3.3. Hence, we can consider domain affiliation
as a beneficial criterion. The only criterion that can be considered as a
cost is the actor dependency graph. The complexity that organizational
structure can bring in terms of the number of employees from different
teams that must be involved in implementation can negatively affect
the achievement of other non-security-related goals.

Next, we have to determine the suitability rating for each require-
ment based on the scores defined in the first step. This is presented in
Table 3.10.

Requirement | C; | Cy | C3 | Cy
Ay 4 3 3 3
A, 3 2 2 2
As 2 1 2 1
Ay 3 3 3 3

Table 3.10: Suitability Rating Matrix

Next, we have to create normalized matrix.

4
max{4,3,2,3}
3

Ryp = —0.75
7 max{4,3,2,3}

RH = 1
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Rz = max{4,23,2,3} =05
fa = max{4?3, o3y T
3
fn = max{3,2,1, 3} =1
Ray = max{3,22, 1.3} = 0.67
Ras = max{3,12, 1,3} = 0.33
3
P = max{3,2,1,3} =1
R3 = w = 0.67
Rop — min{3,22,2,3} _
Roy — min{3,22,2,3} 1
Ry = w = 0.67
3
i = max{3,2,1,3} =1
R = max{3,22, 1,3} =067
R = max{3,12, 1,3} =033
3
By = max{3,2,1,3} =1
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1 1 067 1

D 0.75 067 1 0.67
105 033 1 033

0.7 1 067 1

In the end, rankings are calculated based on the weights previously
defined in tables and the normalized matrix.

Vi=1x05+1x03+0.67x0.15+1x 0.05 =0.9505

Vo=0.75x0.5+0.67x 0.3+ 1 x0.1540.67 x 0.05 = 0.7595
V3=05x05+033x03+1x0.1540.33 x 0.05 =0.5155
Vi=075x05+1x0.34+0.67x0.15+1x 0.05 =0.8255

Table 3.11 shows the final rankings.

Requirement | Score | Ranking
Ay 0.9505 1
Ay 0.8255 2
Ag 0.7595 3
As 0.5155 4

Table 3.11: Final requirements priorities

Using the SAW method, requirement A; got the best score and,
consequently, the best ranking for implementation. This would be the
process for calculating ratings for all selected requirements.
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3.6 Model

To create the model, we went from eliciting relevant publications
to analyzing their requirements to expanding the analysis with the
assurance model, social actors’ aspects, and prioritization criteria. Now
we have all the required elements to construct the model. For better
readability, the conceptual model is presented in the form of a UML
class diagram in Figures 3.2 and 3.3.

Domain
Additionallnformation
1
has 0.*
1. enriched by
RequirementCategory consists of
! 1. l 1
Requirement 0.*
1(
1 is similar to
Metadata defined by 1
1.% 0.1
consists of

enhanced by |Clause

0..* |Enhancement

Figure 3.2: UML class diagram of the core model elements

The core model representing the requirement is straightforward
to follow, as shown in Figure 3.2. Different publications define their
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requirements in different forms. Therefore, we first have to detect
the relevant building entities of each requirement. The form which
can apply to all publications is defined by analyzing the structure of
the requirements defined in four selected standards. It consists of the
following elements:

Domain — represents a domain, category, or area of knowledge
through which all requirements are interpreted. Each standard
classifies the requirements into specific domains as discussed in
Section 3.2; thus, it is an inevitable part of the model;

Requirement Category — subcategory that can be used to further
group the requirements based on similarity. This component is
omitted from most of the standards. Only ISO/IEC 27002 and
CSF define some granulation, while others have a flat structure
inside a domain. The existence of this component is essential
for fine granulation of the requirements and the basis for future
classification recalibration if necessary;

Requirement — the central entity that contains information
about the requirement itself. It also has a recursive association
that indicates the connection between similar requirements from
different publications or requirement enhancements from the
same publication;

Clause — requirements can be flat, as in IEC 62443-3-3:2013,
or can consist of multiple clauses, such as requirements defined
in NIST SP 800-53 or NERC CIP. This dynamic nature of the
requirement definition is covered with this component;

Enhancement — often, a requirement has additional improve-
ments that are not enough to construct an entirely new require-
ment. This entity can be used for extending the base requirement
with controls defined in different publications that are missing
in the observed ones. This can also be evidence for reaching the
higher implementation levels;
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o Metadata and Additional Information — keep information such
as publication name, author, version, type, the rationale for imple-
mentation, supplemental guidance, links, and other attachments.

Figure 3.3 shows the model extension with elements described in
this Chapter and Section 2.1.
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The entities that constitute the base requirement are omitted for
better readability since they can be found in Figure 3.2. The remaining
parts of the model are summarized as follows:

o Selected Requirements — consists of the selected requirements
for tracking and analysis. The requirements selection is heavily
impacted by the project goals that have to be defined from the
start. This is represented with Goal(s) and Goal Status entities
that are tracked through KPI(s) that are defined by the Actor(s)
acting in a specific Role(s).

e Risk — represents the main component regarding prioritization
criteria described in Section 3.5. This element is associated with
the Asset(s) that can be affected by the requirement implemen-
tation. Further, risks are connected with the Threat(s) and their
Impact(s) and Likelihood, Risk Level, and Resolution Status set
after the risk analysis. Finally, every risk is owned by the Actor.

o Requirement — it is extended to give additional information
essential for the implementation, such as FEssence Level of the
requirement extracted from the standard, Implementation Level
to mark the maturity of the security control, Implementation
Evidence to support the claims about the implementation, and
Function (identify, protect, detect, respond, recover). Every
Requirement has the Priority calculated based on the equations
in Section 3.5.

e Actor — it is defined as a recursive association to support the
creation of actors’ dependency graph that can be complex.

e Asset — every asset can have its associated Risk(s) and Vulner-
abilities that are mitigated by implementing Security Control(s)
to satisfy Requirement(s).
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A few not self-explanatory connections need to be explained in more
detail by looking at the model in Figures 3.2 and 3.3. Table 3.12
summarizes key dependencies.
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This extended model has all the necessary elements to collect rele-
vant information while tracking security requirements implementation.
It is a basis for a framework that will validate the model. In the next
chapter, we present the final phase of the methodology — the model
validation.
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Chapter 4

Model Validation

In the final step of our methodology, the model validation is performed.
First, we construct a framework that uses the proposed model to
confirm the practical applicability of the model and to identify its
advantages and eventual limitations. This allows us to execute co-
ordinated activities that touch upon every model element. For each
activity, we present security concepts and explain their contribution to
the framework in Section 4.1. In Section 4.2, we illustrate a case study
for framework usage. Finally, Section 4.3 discusses the advantages and
limitations of the presented work.

4.1 Security Assessment Framework for Crit-
ical Infrastructure

The proposed security assessment framework for critical infrastructure
serves as a guide with activities designed to analyze security require-
ments, prioritize and track their implementation, and assess the overall
maturity of an entity’s security posture. It represents a systematic ap-
proach to connecting relevant elements of the presented model: assets,
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security goals, KPIs, threats, vulnerabilities, social actors, risk assess-
ment information, and selected security requirements. The framework
has multiple iterative activities grouped into three phases:

(1) The seeding phase
(2) The assessment phase

(3) The implementation tracking phase

Each phase is explained in detail in separate sections. The summary
of all activities is presented in Table 4.1.
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We also implemented a proof-of-concept tool that follows all frame-
work activities for the purpose of model validation.

4.1.1 The Seeding Phase

The first phase, called the seeding phase, requires users to populate
knowledge bases with relevant elements. It consists of four activities:

e Asset inventory definition

e Threat inventory definition

e Vulnerability inventory definition
e Requirements inventory definition

As we already mentioned, assets and security requirements are indi-
rectly connected with security controls. An asset can be anything that
brings value to the organization, e.g., business functions, trade secrets,
software, hardware, confidential documents, or people. If it gets com-
promised by a malicious user, the organization or system might suffer a
loss. The goal of the first activity is to define an asset inventory. This
collection can identify operating systems or proprietary software as an
asset. Also, different hardware devices such as firewalls, sensors, and
cameras can be added to the asset collection. Assets that end up in the
collection might have different values so that additional classification
can be done. For example, we can consider intellectual property such
as, e.g. the algorithm for optimization of energy distribution to be more
expensive than a web server. Here, assets can be assigned scores that
reflect their value or importance to the organization or the customers.
This will help in prioritizing risks in the following phases. Analysts
with domain knowledge and familiarity with the organizational use
cases have to curate the list of assets. Generic examples of assets that
can help can be found in ISO/TEC 27005:2011 and the work of Herzog
et al. [211].
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It should be noted that it is desirable to have a defined inventory
management process to maintain asset inventory. Also, assets would
benefit from a tool dedicated to asset management. Stakeholders or
security experts can perform asset checklist verification and avoid
possible mistakes with these resources.

Similarly, threat inventory has to be defined during the second
activity. Two broad categories of threats can be detected — natural and
man-made threats. Natural threats can include wildfires, earthquakes,
tornadoes, extreme cold, etc. Man-made threats can include terrorism
and armed attacks, dysfunctional management practices, hacking and
other cybersecurity crimes, etc. A threat can harm the system in the
form of physical damage or through malware. If a threat is realized,
assets can be compromised. Sessions with experts in the organization
need to be made to recognize potential attackers, their capabilities, and
motivations to impact assets negatively. Generic examples of threats
that can help can be found in NIST SP 800-30, ISO/IEC 27005:2011,
and the German BSI catalog [212].

The collection of potential vulnerabilities has to be defined during
the third activity. The vulnerabilities are the threat’s entry point to
harm the assets. There is a hand full of methods that can be used to
detect vulnerabilities ranging from basic code reviews to automated
vulnerability scanning tools to penetration testing. Generic examples
of vulnerabilities can be found in ISO/IEC 27005:2011.

The fourth activity requires that the database be populated with
the requirements from all desired standards, guidelines, and regulations.
The database can be a simple spreadsheet or a bespoke application.
The activity diagram that represents the steps necessary for populating
the database with new requirements based on the model is presented
in Figure 4.1.
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Domains (and optionally
requirement categories) are
already defined

Security expert got familiar
with publication that is being
imported

[Select requirement for import

[

{ Select domain where requirement ’

belongs

no A

Is requirement category

Define new
requirement inside a|domain
category already defined?
yes
\‘/
[ Place requirement in category]
]
yes yes
[ 1
Does Does
Add enhancements requirement have requirement have Add clauses to
to requirement requirement
q enhancements? clauses?
no no

Assign
function

yes

Is requirement the

imported?

same or l

requirements

similar to ones previously ‘ Add links to existing ’

no

¢

Figure 4.1: Process for import of new requirements
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Every requirement is analyzed individually. The assumption is that
the 24 domains are already defined as we did in Section 3.2. Also, an
analyst or security expert has already got familiar with the publication
structure that is being added to the collection. The process starts
by populating relevant information about the requirement, metadata,
and additional information. Next, the requirement is placed in one
of the domains. Here, the subcategories can help in a fine-grained
grouping. If the requirement is similar to other requirements from
other publications that are already imported, it will be assigned to
the existing subcategory. If not, a new subcategory that describes the
nature of the requirement must be defined, and a new requirement
must be added there. This analysis is beneficial for the next steps
where the main parts of the requirement — clauses and enhancements
— are imported. This decomposition can help determine what function
and the essence level to assign and make a connection with similar
requirements from other standards during the import. This can be an
approach for building a knowledge database about similarities between
different publications. Outputs of the activities in the seeding phase
are required to set up the assessment in the second phase.

4.1.2 The Assessment Phase

The second phase, called the assessment phase, requires users to do
the initial assessment. It consists of single activity — compliance
assessment. For this activity, based on the business and security goals
set by the stakeholders, compliance with the requirements from the
selected standards is being assessed. This usually means that specific
compliance level requirements need to be analyzed. The compliance
assessment requires users to mark the requirement with one of the im-
plementation levels from a scale provided in Section 3.3 (Not Applicable,
None, Initial, Managed, Defined, Quantitatively Managed, Optimizing).
This is required to gain information about the maturity of the security
posture against the selected set of requirements. In the initial score, the
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partial compliance should be marked with implementation level None
since in an actual audit, that would be treated as a nonconformance.

Nonetheless, the partial compliance information can be submitted
as implementation evidence. This will be helpful for the last phase of
our framework since it can significantly simplify the quantification of
prioritization criteria. If the organization or system is compliant with
the requirement, evidence materials must be provided in documents or
links to other artifacts. When the assessment is done, results should
contain relevant data such as requirement compliance and maturity
based on the implementation levels scale for each requirement. An
example from our tool is presented in Figure 4.2.
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The most valuable output for the next phase is the set of non-
compliant requirements.

4.1.3 The Implementation Tracking Phase

The final phase, the implementation tracking phase, requires users to
prepare information for requirement implementation prioritization. It
consists of four activities:

e Goals definition
e KPIs definition
e Actor dependency graph creation

e Risk assessment

Security goals represent objectives that, if achieved, would lift the
security to a satisfactory level. They are influenced by business goals
and stakeholders’ views of a secure system, making them different for
every organization. They usually refer to the CIA triad, authentica-
tion, authorization, and nonrepudiation with the idea of protecting the
system against threats and vulnerabilities. Also, these individual goals
can be fulfilled if compliance with a particular standard is reached.
Sessions with stakeholders and security advisors can help in defining
these goals. The same applies to key performance indicators because
we need them to track goal completeness. As mentioned in Section 3.3,
KPIs can be important to keep the teams involved in requirements
implementation, aligned with security goals, and holding them account-
able. Defining trackable KPIs can be difficult. Therefore, the KPIs
definition requires brainstorming sessions with actors familiar with
security goals, processes, and procedures used in the organization and
the teams involved in reaching these goals.

The creation of an actor dependency graph requires good knowl-
edge of the organizational structure or proper mapping of actors to
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the business roles in the organization. The formation of the actor
dependency graph is explained in detail in Section 3.4.

The purpose of risk assessment is to evaluate the level of risk to
the organization or system. Here, for each asset, associated threats
and vulnerabilities are analyzed. Any methodology that suits the
organization best can be used. Some of the proposed methodologies
are presented in Section 2.4. The risk assessment results are inputs
for the risk register, where every risk has to have an owner. This is
usually someone from the management. The risk register is essential to
decide which security risks must be addressed by implementing security
controls and complying with security requirements and which can be
accepted or mitigated. The activity diagram that represents the initial
setup for tracking the implementation of the requirements is given in
Figure 4.3.

113



MODEL VALIDATION

CHAPTER 4.
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Figure 4.3: Initial setup for requirement implementation tracking
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The process starts with selecting actors or stakeholders who define
goals that directly determine the set of relevant requirements. This set
can contain all non-compliant requirements that were the output of
the previous phase or just their subset. If they were labeled partially
compliant in the previous phase, relevant information about risks,
threats, actor dependency graph, and partial evidence materials might
already be familiar. This can speed up the overall analysis. Further,
we define an asset list and actors that will define KPIs for tracking.
Then, individual requirement analysis starts by defining the actor
dependency graph and doing the risk assessment. The setup continues
with the assignment of the risk owner and the risk resolution status.
The setup ends with the proposal of the security controls that will
fulfill the requirement. Now, we have all information that can be used
to calculate the implementation priorities. This can be done using the
SAW method we explained in Section 3.5 or any other multi-criteria
decision-making method that can utilize provided information.

Since our prioritization criteria consist of four parts, it is worth
noting that each of them can be used individually to group non-
compliant requirements by similarity. This can give different views
to our analyses. By regularly practicing these iterative activities and
updating the implementation details of each requirement, we can
track overall maturity against that set of requirements. Progress of
implementation is tracked through KPIs statuses and overall goals
statuses.

4.2 Case Study — Smart Grid Industrial
Control System

In this section, we describe the scenario for using the framework by
Vendor A, a company that produces software for an industrial control

system for utilities worldwide. Vendor A has a workforce of around
300 software engineers of different seniority organized into agile teams.
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Additionally, Vendor A has a dedicated security team that covers a
broad spectrum of security-related activities. Also, Vendor A has
established a security development lifecycle based on TEC 62443-4-1
standard.

Vendor A produces a set of software products for the utility compa-
nies. The software is customized for each customer and is deployed on
the premises of the utility company, where the customer’s personnel is
responsible for secure operation. The software is not directly accessible
from the Internet. It is configured and maintained by system adminis-
trators, used by utility controllers, and integrated with several other
systems (e.g., remote terminal units in the field, customer’s internal
information systems, geographic information systems). This business
model requires Vendor A to comply with various standards recognized
worldwide. Furthermore, to enable customers to prove their regulatory
compliance concerning the purchased software, Vendor A must provide
the implementation evidence for each requirement fulfillment.

As a mature organization, Vendor A is already familiar with different
standards. It is assumed that the sizeable mature organization has its
system at least partially compliant with IEC 62443-3-3 and NIST SP
800-53. Hence, we will assume that the asset inventory definition, threat
inventory definition, and vulnerability inventory definition activities
are already practiced, and the knowledge base can be considered
comprehensive enough for our exercise.

One publication that utility companies ask for compliance proof is
the National Institute of Standards and Technology (NIST) Internal or
Interagency Report (IR) 7628 Guidelines for Smart Grid Cybersecurity,
a de facto standard for Smart Grid. It is worth to be noted that this
publication was not in the set of analyzed standards, but it was the
highly positioned publication in Table 3.1 in Section 3.1. NISTIR
7628 represents the three-volume report that describes an analytical
framework that organizations can use to develop effective cybersecurity
strategies tailored to their combinations of Smart Grid-related char-
acteristics, risks, and vulnerabilities [189]. We can do the remaining
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activity from the seeding phase - requirements inventory definition.

Every requirement in NISTIR 7628 has a well-defined structure
where information of interest that can be used in our model are as
follows:

e Name and Unique identifier — can be mapped directly to Meta-
data

Requirement base text — can be mapped directly to Requirement
e Requirement clauses — can be mapped directly to Clause

Supplemental guidance — can be mapped to Additional Infor-
mation

o Requirement enhancements — can be mapped directly to En-
hancement

e Additional considerations — can be mapped to Additional In-
formation

Supplemental guidance and Additional considerations do not map
directly to the model elements. This is understandable since this type
of information in different publications comes in different forms. For
these purposes, Additional Information will contain this information.
NISTIR 7628 has more information for requirements that are not
directly mapped into our model:

o (Category — identifies whether the security requirement is a
governance, risk, and compliance, common technical, or unique
technical requirement. This information can be helpful during
the initial mapping process to determine in which requirement
subcategory an observed requirement should be placed based on
the similarity.
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e Impact Level Allocation — represents impact levels for confi-
dentiality, integrity, and availability objectives expressed on a
low, moderate, and high scale. Security experts can use this
information for calculating prioritization criteria.

Based on the mappings, we can conclude that the most valuable
information in requirements from NISTIR 7628 can be mapped to the
elements of our model.

To use NISTIR 7628 requirements with others from different pub-
lications, following the activity flow in Figure 4.1, we must try to
classify these requirements into one of the 24 defined domains. This
will demonstrate if the domain definition in previous research was done
correctly. NISTIR 7628 has 197 requirements with 50 requirement
enhancements classified initially into 19 domains. The mapping of the
requirements to the proposed domains is already done in our previous
work [45] and given in Table 4.2 The requirement enhancements are
mapped to the same domain as the original requirements but omitted
from Table 4.2 for better readability.
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Domain

Objective

Business Continuity and Disaster Recovery

SG.CP-1, SG.CP-2, SG.CP-3, SG.CP-4, SG.CP-5,
SG.CP-6, SG.CP-7, SG.CP-8, SG.CP-9, SG.CP-10, SG.IR-10

Data Handling

SG.AC-20, SG.CM-9, SG.ID-1, SG.ID-2, SG.ID-3,
SG.ID-4, SG.ID-5, SG.MP-1, SG.MP-2, SG.MP-3,
SG.MP-4, SG.MP-5, SG.MP-6

Identity Management and Access Control

SV.AC-1, SG.AC-2, SG.AC-3, SG.AC-4, SG.AC-6,
SG.AC-7, SG.AC-8, SG.AC-11, SG.AC-12, SG.AC-13,
SG.AC-14, SG.AC-15, SG.AC-16, SG.AC-17, SG.AC-18,
SG.AC-19, SG.AC-21, SG.CM-5, SG.IA-1, SG.IA-2,
SG.JA-3, SG.JA-4, SG.IA-5, SG.SC-19

Network Security

SG.AC-5, SG.CA-4, SG.SC-2, SG.SC-5, SG.SC-7,
SG.SC-18, SG.SC-21

Secure Design, Implementation, and Validation

SG.AC-9, SG.AC-10, SG.CP-11, SG.IA-6, SG.IR-9,
SG.PL-2, SG.SA-8, SG.SA-10, SG.SC-3, SG.SC-4,
SG.SC-6, SG.SC-22, SG.SC-24, SG.SC-25, SG.SC-27,
SG.SC-28, SG.SC-29, SG.SC-30, SG.SI-6, SG.SI-8, SG.SI-9

Security Monitoring

SG.AU-1, SG.AU-2, SG.AU-3, SG.AU-4, SG.AU-5,
SG.AU-6, SG.AU-7, SG.AU-8, SG.AU-9, SG.AU-10,
SG.AU-13, SG.AU-15, SG.AU-16, SG.CA-6, SG.SI-4

Asset Management

SG.CM-8

Change Management

SG.CM-3, SG.CM-4

Compliance Capability

SG.AU-11, SG.AU-14, SG.CA-1, SG.CA-2

Configuration Management

SG.CM-1, SG.CM-2, SG.CM-6, SG.CM-7, SG.CM-10,
SG.CM-11, SG.SA-6, SG.SA-7, SG.SA-9

Endpoint Security

SG.SC-13, SG.SC-16, SG.SC-23, SG.SI-3, SG.SI-7

Incident Response

SG.IR-1, SG.IR-2, SG.IR-3, SG.IR-4, SG.IR-5, SG.IR-6,
SG.IR-7, SG.IR-8, SG.IR-11

Personnel Security

SG.PL-3, SG.PS-1, SG.PS-2, SG.PS-3, SG.PS-4, SG.PS5,
SG.PS-6, SG.PS-7, SG.PS-8, SG.PS-9, SG.SA-2

Physical and Environmental Security

SG.PE-1, SG.PE-2, SG.PE-3, SG.PE-4, SG.PE-5, SG.PE-6,
SG.PE-7, SG.PE-8, SG.PE-9, SG.PE-10, SG.PE-11, SG.PE-12

Risk Management and Assessment

SG.PL-4, SG.PM-5, SG.RA-1, SG.RA-2, SG.RA-3,
SG.RA-4, SG.RA-5

Security Awareness and Training

SG.AT-1, SG.AT-2, SG.AT-3, SG.AT-4, SG.AT-6, SG.AT-7

Security Operations

/

Security and Privacy Governance

SG.AT-5, SG.CA-3, SG.CA5, SG.PM-1, SG.PM-2, SG.PM-3,
SG.PM-4, SG.PM-6, SG.PM-8, SG.PL-5, SG.SI-1, SG.SI-5

System, Data, and Communication Protection

SG.SC-1, SG.SC-8, SG.SC-9, SG.SC-10, SG.SC-11, SG.SC-12,
SG.SC-14, SG.SC-15, SG.SC-17, SG.SC-20, SG.SC-26

System and Services Acquisition

SG.SA-1, SG.SA-4, SG.SA-5, SG.SA-11

Vulnerability and Patch Management

SG.RA-6, SG.SI-2

Maintenance

SG.MA-1, SG.MA-2, SG.MA-3, SG.MA-4, SG.MA-5,
SG.MA-6, SG.MA-7

Portable Device Security

/

Resource Management

SG.PL-1, SG.PM-7, SG.SA-3, SG.AU-12

Table 4.2: NISTIR 7628 requirements mapping to domains
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Let us compare the original classification of the requirements in the
standard and our proposed classification. We can notice that not every
requirement originally classified into original NISTIR 7628 domains
belongs in that domain when a different approach for domain definition
is introduced. Guided by different sets of domains, some of the require-
ments could be classified differently than those represented in Table 4.2.
This is done subjectively, driven by security practitioners’ knowledge
earlier developed. All 197 requirements were classified into our ex-
isting domains. Out of 19 domains, 13 can have their requirements
mapped to one of 24 domains we introduced earlier in this paper. Me-
dia Protection (SG.MP) and Information and Document Management
(SG.ID) are the two domains with most requirements mapped onto
the domain Data Handling. The same situation is with Identification
and Authentication (SG.IA) and Access Control (SG.AC), which are
mapped to the Identity Management and Access Control domain. The
requirements from only six original domains had to be reclassified to
different domains: Planning (SG.PL), Security Assessment and Au-
thorization (SG.CA), Security Program Management (SG.PM), mart
Grid Information System and Information Integrity (SG.SI), Smart
Grid Information System and Communication Protection (SG.SC) and
Smart Grid Information System and Services Acquisition (SG.SA). Out
of 24 domains, 22 have at least one requirement assigned, while only
two have none. These two are Security Operations and Portable Device
Security. Figure 4.4 summarizes the mapping results.
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Figure 4.4: NISTIR 7628 summary numbers per domain

From the results, we can conclude that NISTIR 7628 covers similar
requirements as previously analyzed publications. This confirms that
the initial domain scores defined in Table 3.4 are valid. The only
exceptions are Asset Management and Change Management, which
lack more requirements, and the Maintenance domain records the
increased number of requirements due to the existence of the dedicated
domain in the original classification in the standard.

Following the steps from the activity diagram presented in Fig-
ure 4.1, simplified information for the SG.IA-5 Device Identification
and Authentication Enhancement 1 is provided as one model instance in
Figure 4.5. Here, we present the connection with similar requirements
from relevant standards based on the assumption about Vendor A’s
standards familiarity described earlier.
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d1: Domain

-Name = Identity Management and
Access Control

-DomainScore = 4

has

|
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-Name = Device Identification and
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-Category = Unique Technical defined by rl: Requirement
Requirements...

-Code = SG.IA-5 el

-Name = Device Identification
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srl: Requirement

sr5: Requirement
-Code = SG.IA-5

-Code = |[EC 62443-3-3 SR 1.2

sr3: Requirement

-Code = NIST SP 800-53 |IA-3
sr2: Requirement

-Code =SG.IA-5e2

sr4: Requirement

-Code = |[EC 62443-3-3SR1.2RE 1

Figure 4.5: SG.IA-5 Device Identification and Authentication Enhance-
ment 1 as a model instance

NISTIR 7628 defines typical logical interface categories and ar-
chitectural diagrams used in production with security requirements
to help vendors and integrators during the design and development
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of security controls. For demonstration purposes for the compliance
assessment phase, we have chosen interface category 4. This category
defines the interface between control systems and equipment without
high availability and computational and/or bandwidth constraints
such as SCADA systems. This interface category suggests the fulfill-
ment of the following requirements: SG.AC-14, SG.IA-4, SG.IA-5,
SG.IA-6, SG.SC-3, SG.SC-5, SG.SC-7, SG.SC-8, SG.SC-17, SG.5C-29
and SG.SI-7. These 11 requirements have additional eight require-
ment enhancements. The security goal in front of us is to have all 19
requirements fulfilled. The results are presented in Table 4.3.

Requirement ID Compliance Implementation Level
SG.AC-14 Compliant Initial
SG.AC-14 E1 Compliant Initial
SG.IA-4 Compliant Managed
SG.IA-5 Compliant Managed
SG.IA-5 E1 Partially Compliant None
SG.IA-5 E2 Not Compliant None
SG.IA-6 Compliant Managed
SG.SC-3 Compliant Managed
SG.SC-5 Compliant Managed
SG.SC-7 Compliant Managed
SG.SC-7 E1 Compliant Managed
SG.SC-7 E2 Compliant Managed
SG.SC-7 E3 Not Compliant None
SG.SC-8 Compliant Managed
SG.SC-8 E1 Partially Compliant None
SG.SC-17 Not Applicable None
SG.SC-29 Compliant Managed
SG.SI-7 Not Compliant None
SG.SI-7 E1 Not Compliant None

Table 4.3: Compliance Assessment Results
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Table 4.3 shows that out of 19 requirements, two are marked as
partially compliant, four as non-compliant, and one as not applicable.
The implementation level for compliant requirements is mainly in a
managed state.

In the final phase of the framework, six requirements previously
marked as not compliant and partially compliant with the implemen-
tation level None are assessed. Following the activity flow defined
in Figure 4.3, six requirements were assigned necessary information.
The example for SG.IA-5 E1 requirement is given in Figure 4.6. The
number of assets, risks, and security controls in Figure 4.6 is reduced
and simplified for better readability. Also, only risks with maximum
value were included in further calculating the risk level score. Risk
assessment was done following the NIST SP 800-30 guidance.
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At this stage, the users have enough information to see the exercise’s
goal, how it is measured, which assets and actors are involved, their
dependency graph, and associated risks. By repeating these steps for
each remaining requirement, using the SAW method as described in
Section 3.5, the suitability rating matrix is defined and presented in
Table 4.4.

Requirement 11 Cq | C3 | Cy
SG.IA-5 E1
SG.IA-5 E2
SG.SC-7 E3
SG.SC-8 E1
SG.SI-7

SG.SI-7 El

DO DO Q| | W

[\D[\DOO[\D[\D[\DQ

1
1
1
2
2
1

I WIN| DN DN

2

Table 4.4: Suitability Rating Matrix for Vendor A assessment

Finally, implementation priority is calculated and presented in
Table 4.5.

Requirement | Score | Ranking
SG.SC-8 E1 | 0.8095
SG.SI-7 0.7435
SG.IA-5 E1 0.736
SG.IA-5 E2 0.736
SG.SC-7 E3 0.634
SG.SI-7 E1 0.6175

O O | W+~

Table 4.5: Final requirement priorities for Vendor A

Looking at the results, we can see that the requirement SG.SC-8 E1,
which requires having cryptography mechanisms employed to ensure
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communication integrity, got the highest priority for implementation.
This is reasonable since the suitability rating matrix shows the highest
scores for all criteria. The following requirement is a mandatory
requirement SG.SI-7, but since the risk assessment criterion has the
highest weight, SG.SC-8 E1, even though it is an enhancement, has
a higher priority. If the risk assessment for the SG.SI-8 E1 had
been calculated differently, the score might have been lower, and the
mandatory requirement SG.SI-7 would come on top. The following
two requirements, SG.IA-5 E1 and SG.IA-5 E2 are related to the
authentication of devices. They got the same score as expected since
both requirements are enhancements of the same base requirement. The
nuance that separates the last two requirements is the domain affiliation
score, which in our opinion, makes a valid difference since implementing
proper boundary protection can provide protection against a more
significant number of remote threats.

4.3 Discussion

We mentioned that countries and standardization bodies form working
groups to publish new, improved guidelines, directives, and standards
to enforce better security. The organizations are obligated to align
with these standards, guidelines, and directives. Having a model that
can be used to map every new security requirement that arises would
benefit a significant number of organizations. This can be a sound basis
for further automation. That is why we presented a set of activities
in the form of a framework that aims to map the individual model
component to check its applicability. We presented a detailed analysis
of the NISTIR 7628 standard and how it fits into our model. The
results can be considered satisfactory. During the analysis, we have seen
that NISTIR 7628 requirements are structured in a way that the most
important elements can be mapped to our model. The NISTIR 7628
and our domain definition similarity helped with faster requirement
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classification. This confirmed that our initial selection of publications
from which we defined our model was adequate.

During the definition of the model and later during the validation
process, we confirmed that many standards that have narrower appli-
cability in terms of the CI sectors or geographical region are similar
to the most influential standards, security guidelines, and regulations,
especially the ones we selected for our analysis. This is encouraging as
the cost of aligning with every next standard is significantly reduced
since the requirements and the analysis steps are already familiar. The
same applies to risks, threats, vulnerabilities, and actors. The NISTIR
7628 offers real-world scenarios where the requirement elicitation is
already provided. In the scenario where interface category 4 set of
requirements was assessed, we have seen that risks dictate the prioriti-
zation for the implementation. However, the rest of the criteria give the
finer granulation between the requirements, giving the importance even
to the least impactful criterion - domain affiliation. Risk assessment
can be done by following any methodology as long as the risks can
be quantified. Since the risk score bears half of the total weight, it
must be done carefully. This can be time-consuming, but the timing
can be improved by adequately doing the activities from the seeding
phase of the framework. Having the tool that follows the framework
can improve the assessment even further.

This kind of framework represents a sound basis for further im-
provement of existing processes in companies, such as system security
plans. To the best of our knowledge, the approach for model con-
struction described in this thesis that considers the social actor aspect
in the form of a dependency graph was not made previously. The
organization’s personnel works on compliance preparations, so this
part can be beneficial for providing the details about who and why
has done a specific action to improve security posture. Further, the
model has the necessary components to connect with a risk assessment.
This is done through the requirement prioritization criteria to allow
usage of an arbitrary risk assessment framework and put emphasis
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on the requirement implementation rather than on a purely numeric
estimation of risk without any action items. More insights and tracking
details of the implemented requirements can be given by having the
requirements and associated risks more coupled. The data that can be
extracted from the assessment results can provide sufficient information
about the implementation status, such as the number or percentage
of fulfilled requirements, implementation priority, risks accepted or
mitigated, and actors involved.

The model is compatible with the OSCAL document format for
requirements exchange. Even if it is in the early stage of development,
projected to be a de facto standard, and thus our model can be ready
for its early adoption. The mappings of relevant elements between the
two models are presented in Figure 4.7.
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Applications that use this model can also use OSCAL documents
as an exchange data format. It is only necessary to remove sufficient
data that OSCAL documents require and insert additional parameters
introduced with our model. This can also be applicable to our proof-
of-concept tool implemented for the model validation.

Further, compared to others mentioned in Section 2.2, our frame-
work gives the users the advantage of having one means that enables
the comparison of multiple standards at once. It gives insights into the
quantitative and qualitative nature of the requirement implementation
through the assurance model and maintains the complexity of all in-
volved social parties in the form of a dependency graph. All components
are based on the proven methods and appropriately adjusted to fit the
model’s needs. In our model, we removed the CSF’s limitation in terms
of grouping by functions but kept that information to help security
practitioners during the requirement analysis providing more flexibility
per the Cyber Defense Matrix. The tools such as CSET, CS2SAT, or
CRR utilize security requirements from different security publications
to form a questionnaire that would allow for a quick self-assessment of
the current security posture. Our framework goes into more detail and
focuses on the requirements from the security publications. In this way,
a more precise analysis can be done, with enough details to proceed
with the security posture uplift.

One limitation can be our prioritization criteria. The primary vector
is focused on the risk assessment, which has its drawbacks. We aimed
to support a numeric estimation of risks that can impact the priority
of the requirement implementation regardless of a large number of
proposed risk methodologies. This would enable the security decision-
makers to understand the current security posture of an organization
or system and help them allocate security funds to improve it. We
believe that the model can be easily extended to use a suitable risk
methodology that might converge in the future if the current model is
not adequate. Also, the cost-benefit analysis considers only the actor
dependency graph as an actual cost. The reasoning behind it is that
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if more people are involved in implementation, more time will use for
the security activities, which may negatively impact the planning and
development of new features. Expanding prioritization criteria with
additional criterion, e.g., a budget, may produce results that are better
aligned with business goals.

Another limitation of the proposed solution is more oriented to-
ward the current nature of the defined domains. Even though the
domains that we defined as a basis for the requirements classification
are expandable, every new domain introduced afterward can poten-
tially desynchronize the initial mappings of the requirements. As an
example, if the organization is heavily reliant on cloud technologies,
introducing a new cloud security domain would be a suitable extension.
This would require reclassifying some existing requirements, e.g., NIST
800-53 SA-9 External system services could be transferred from the
asset management domain to the new cloud security domain. This
dynamic recalibration of the requirements classification without strong
manual interference by the experts may introduce problems. A possible
solution would be to expand the requirements with new similarity
factors to help with the automation. This is considered to be future
work.
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Conclusion

An increasing number of exploits of software and hardware solutions
vulnerabilities are making daily headlines in mass media. The critical
infrastructure sectors are not spared. This positions the security of
organizations and their systems as one of the top priorities.
Throughout this work, we have focused on the measures that can
be taken to uplift the security posture by following guidance presented
in different security standards, guidelines, and regulations. We found
that following many requirements from different publications can be
challenging and time-consuming. We found that many requirements
are pretty similar by comparing publications side by side. It is not
surprising that organizations can be confused and indecisive on which
standards to follow. An increasing number of standards and local reg-
ulations put even more pressure on organizations that want a presence
in different parts of the world. They are required to be compliant with
a hand full of requirements simultaneously. Even though some require-
ments can be similar, some are not, and they must be implemented
accordingly. This requires a good strategy on how to approach and
track the implementation. In the existing literature, some initiatives
can be found that try to solve some of the issues presented here but
usually focus on one issue at a time without connecting with others.
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We aimed to connect and address all practical issues through one
comprehensive study.
Based on this research, we defined the following research questions:

(1)

(2)

Can an extensible model be developed to represent the requirements
from security standards applicable to the Critical Infrastructure?

How to obtain information on the maturity of the security infras-
tructure of an organization or system in relation to the require-
ments defined in arbitrary security standards while using domain
and organizational knowledge to conduct a risk assessment, plan-
ning, and tracking of the security improvements?

From there, we formulated hypotheses that guided our work:

(1)

(3)

Hypothesis: [t is possible to define a model for the representa-
tion of the requirements from different security standards, guide-
lines, and regulations for critical infrastructure. The model should
allow the presentation of relevant information common to the
requirements of different publications, thus allowing their cross-
COmparison.

Hypothesis: [t is possible to define criteria for prioritization
of requirements that, in addition to risk, include the complez-
ity introduced by the dependencies between the different roles of
participants in the organizational structure in charge of imple-
menting requirements, the level of importance of the compliance
requirements, and the domain affiliation.

Hypothesis: It is possible to extend the model to provide a
unique domain-oriented view that allows simultaneous tracking
of the implementation of similar requirements selected from dif-
ferent security standards, guidelines, and requlations for critical
infrastructure.
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Section 5.1 highlights the contributions of this thesis, which can be
grouped around the model, prioritization criteria, and evaluation frame-
work. Section 5.2 presents future research and development opportuni-
ties.

5.1 Contributions of the Thesis

To address the first research question, we inspected various models
for security requirements representation in Sections 2.1 and 2.2 to
learn about elements that are necessary building units for our model.
Section 2.1 contains a glossary of these elements.

To define our model, we first conducted a systematic literature
review to extract relevant publications for further structural analysis
in Section 3.1. We established eligibility criteria for the final set of
publications that resulted in four publications of interest:

o [EC 62443

e ISO/IEC 27001 and 27002
e NIST SP 800-53

e NERC CIP

The information gained from these publications was beneficial for model
creation presented in Section 3.6.

During the analysis of different standards, guidelines, and regu-
lations, we found that one of the key challenges after understanding
the requirements is to provide a way to measure how they are imple-
mented and in which order. To address the second research question,
this required us to define prioritization criteria to describe key fea-
tures that need to be determined when planning the implementation.
Through Sections 2.3, 2.4, and 2.5, we examined various concepts
closely connected with security requirements. These analyses provided
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us with enough information to construct the prioritization criteria in
Sections 3.2, 3.3, 3.4, and 3.5, that has four essential criteria:

Risk level — reflects the results of the risk assessment that can
be done using any suitable methodology that is able to quantify
risks. This is the most influential criterion for the overall priority
score;

Essence level — information driven by the nature of the re-
quirements in the publication that the organization needs to be
compliant with;

Actor dependency graph complexity — provides information
about necessary dependencies between users involved in the im-
plementation of incompliant requirements;

Domain affiliation — adds qualitative information about the
requirements that can reflect nuances between requirements clas-
sified into different domains.

To validate the applicability of our model, in Chapter 4, we constructed
the framework and provided guidance for the collection of all relevant
information that the model requires. We used knowledge from Chap-
ters 2 and 3 to define the set of activities required to assess the maturity
of the security posture of an arbitrary organization or system. We
evaluated our framework and model on a case study implementation
with one domain-specific standard.
To summarize, the contributions of this thesis include:

The definition of a model for security requirement representation
that can be used for tracking implementation and compliance
with multiple security standards, guidelines, and regulations
simultaneously in a uniform manner;

e The definition of the prioritization criteria that is relevant for

the implementation of incompliant security requirements; the
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prioritization criteria rely on four factors: risk assessment results,
essence levels of the requirements set that is analyzed, dependency
graph of the social actors involved in the implementation, and
the domain affiliation of the requirement;

e The definition of the framework for model usage, including guid-
ance for its execution and tailoring; the framework guides users
through all activities, from importing new requirements to quanti-
tatively expressing prioritization criteria to assessing the maturity
of the security posture of an organization or system.

Considering these contributions, we confirm the stated hypotheses and
meet all the introduced goals and expected results of this research.

5.2 Future Work

The contributions we presented in this thesis do not solve all security
issues that can arise. They can help in the security uplift journey, but
the connections with different security lifecycle development practices
must be strengthened. Every new artifact produced during the design,
implementation or verification phase of the system development can be
used as a valuable evidence resource for our framework. Depending on
how security is practiced in the organization, this connection could be
formalized through strictly defined processes and further automatized
with bespoke applications.

One of the steps that can be done is expanding the knowledge base
of available standards, primarily focusing on relatively new concepts
and technologies such as cloud computing, edge computing, and the
Internet of Things. This would keep our systematization of knowledge
about security requirements up to date and relevant in the future.
Also, the framework can be expanded with additional activities such
as enforcing different kinds of tabletop exercises that would help detect
new threats and vulnerabilities.
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As we already mentioned, new technologies will require new stan-
dards that may open an issue related to the static nature of the
proposed framework. Once the requirement is assigned to a specific
domain, it should not be reclassified in the current proposal. New tech-
nologies will undoubtedly require other security aspects to be tackled
that might introduce new domains that would naturally group some
existing requirements. This would mean that some steps from the
framework would need to be triggered again to recalibrate the existing
setup. Dynamic recalibration without strong manual interference by
the experts in this situation would save much time.

Further, our analysis focuses on the security requirements, omitting
the regulations that cover privacy aspects. Since many of the privacy
requirements are related to data handling, our proposed domains can
be expanded with new subcategories that would describe these aspects.
This would also extend the applicability of the model and framework
to non-critical infrastructure sectors.

Even though our prioritization criteria are colored with budgetary
constraints in the background, we did not explicitly tackle this segment
in our cost-benefit analysis. Expanding the prioritization criteria
with this criterion might bring additional value to the stakeholders in
redistributing the budget in the organizational structure.

The framework can be used as a tool for auditing purposes. Our
proof-of-concept application can be enhanced with proposed features
and offered as an open-source tool. It might be used in combination
with modern concepts such as blockchain to enable transparency of
the results and improve the performance of the certification process.
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Osaj Obpaszay yunu cacmasHu 0eo0 OOKmMopcke oucepmayuje, O0OHOCHO
00KMOPCKO2 YMEemHU4Ko2 npojekma Koju ce bpanu na Yuueepzumemy y Hoeom
Caoy. Ilonywen Obpasay ykopuuumu uza mexkcma OOKMOpCKe oucepmayije,
00HOCHO OOKMOPCKO2 YMEMHUYKO2 Npojekma.

IInan TpeTMaHa nojgaTaka

Ha3uB npojekra/ucTpakuBama

Mopgen 3a npaheme yckinaheHocTd u3melly 0e30€IHOCHHX CTaHIApia W NMPUOPHUTH3ALM]Y 3aXTeBa Y
KpuTHYHUM uHPpacTpykTypama / Model for Security Cross-Standard Compliance Tracking and
Requirement Prioritization in Critical Infrastructure

Ha3uB HHCTHTYLHje/MHCTUTYIIHja Y OKBHPY KOjHX Ce CIIPOBO/IM HCTPAKMBAMe

a) GakynreT TeXHUUYKHUX Hayka, YHuBep3uteT y HoBom Cany

‘ Hasus nporpama y oKBHpY KOI ce peajiu3yje HCTPasKUBambe

PauyyHapcTBO M ayTOMaTHKa — JOKTOpPCKA AUCEpTaLdja

1. Onuc mogaraka

1.1 Bpcta cryauje

Yrpamxo onucamu mun cmyouje y oxeupy koje ce nodayu npukynbajy
JlokTopcka aucepranuja

1.2 Bpcre nopataka

a) KBAaHTUTaTUBHU

0) KBATHTATHBHH

1.3. Hauus npukynspama nojaraka

a) aHKeTe, yIUTHULH, TECTOBH

0) KIMHUYKE MPOLCHE, MEJUIIMHCKH 3aIMCH, eJISKTPOHCKH 3/IPaBCTBEHU 3aIUCH

B) TEHOTHUIIOBU: HABECTU BPCTY

1") AIMUHUCTPAaTUBHU NOJAllM: HABECTU BPCTY

JI) y30pIM TKHBA: HABECTH BPCTY

) canmim, ororpaduje: HaBecTH BpCTY

€) TEKCT, HaBECTH BPCTYy AKTYeJIHA JIUTEPATypa y 00JIaCTH HCTPAKHBAKA

JK) Mara, HaBeCTH BPCTY

3) OCTaJIO: OoImucaTu

1.3 ®opmat nogaraka, ynorpebibeHe ckaje, KONMIHHA TT0JaTaka

1.3.1 YnotpeGipeHu codTBep 1 popmaT qaToTeKe:

HaroHasIH| noprai 0TBOPEHe HayKe — Open.ac.rs



a) Excel ¢dajn, natorexa

b) SPSS ¢ajn, natorexa

c¢) PDF ¢ajn, natorexa

d) Texkcr ¢aji, natorexa

e) JPG o¢ajn, naroreka

f) Ocraino, natoreka

1.3.2. bpoj 3anuca (KoJ KBAHTUTATUBHUX TOaTaKa)

a) Opoj Bapujabiu

6) 6poj Mepema (MCTUTaHKKA, TIPOLICHA, CHIMAKa U CII.)

1.3.3. IloHoBJbEHA MEpEHa
a) 1a
0) He

YKoauKo je OAroBOp Aa, OATrOBOPUTH Ha cneneha nmuTama:

a) BPEMEHCKH pa3MaK H3MEJ1jy MOHOBJbEHHX Mepa je

0) Bapujadiie Koje ce BUILE ITyTa Mepe OAHOCE ce Ha

B) HOBE Bep3uje (ajioBa KOju caipiKe IIOHOBJEEHA MEpEa Cy IMEHOBAHE Kao
Hanomene:

Ha nu popmamu u copmeep omoeyhasajy oemerve u 0y2opouny 6anuoHocm nooamaxa?
a) Jda
6) He

AKo je 002060p He, 0bpasnodxcumu

‘ 2. llpukynibame nogaTaKa

2.1 Meropomnoryja 3a NpUKyIUbambe/TCHEPUCAE TI01aTaka
2.1.1. Y okBUpY KOT HCTPa)XMBAYKOT HALIPTa Cy MMOJAIM TPUKYTIJHEHU?

a) eKCIIEPUMEHT, HABECTH THII

6) KOpeJIauOHO UCTPpAXKUBabE€, HABECTU TUIL

1I) aHaJIM3a TEKCTa, HABECTH THUII AHAJIN3a JOCTYIIHE JIUTepaType

,Z[) 0CTaJI0o, HABECTHU LITa

2.1.2 Hagecmu épcme MepHux uHCmpymenama uiu cmanoapoe nooamaxa cneyu@uunux 3a oopeheny
HayuHy oucyuniuny (aKo nocmoje).
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2.2 KBanurteT nojaraka 1 CTaHAapId
2.2.1. Tperman Henoctajyhux momaraka

a) Jla mu MaTpuna canpku Hepocrajyhe nogatke? Jla He

Axo je oaroBop 1a, 0roBOpHUTH Ha ciienieha nurama:

a) Komnuku je 6poj Henocrajyhux noparaka?
0) Jla 11 ce KOPUCHUKY MaTpHlie Mpenopydyje 3aMmeHa Henoctajyhux noxaraka? Jla He
B) AKO je 0[IroBOp 113, HABECTH CYTreCTHje 3a TPETMaH 3aMeHe HemocTajyhux momaraka

2.2.2. Ha xoju HauMH je KOHTPOJIMCAH KBAIUTET noxaTaka? Onucatu

2.2.3. Ha Koju Ha4MH je U3BpLICHAa KOHTPOJIA YHOCA MOAaTaKa y MATPHILy?

‘ 3. Tperman noaaraka u npareha nokymenranuja

3.1. TpermaH u dyBame ojJaTaka

3.1.1. Ilooayu he 6bumu denonoganu y PEno3umopujym.

3.1.2. URL aopeca

3.1.3. DOI

3.1.4. Jla nw hie nooayu bumu y omeopenom npucmyny?

a) Ja
0) Ha, anu nocre embapea koju he mpajamu 0o
6) He

Axko je 002060p e, nasecmu pasnoe

3.1.5. [looayu nehe bumu denonosanu y penosumopujym, aiu he oumu 4ysanu.

Obpasnooicerse

3.2 MeTtanozany U IOKyMEeHTallja IoaTaka

3.2.1. Koju crannapp 3a meranojarke he Outu npumemen?
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3.2.1. HaBectn MeTamogaTke Ha OCHOBY KOjHX Cy MOJAIN ACTIOHOBAHH Y PETIO3UTOPHjyM.

Axko je nompebno, nasecmu memode Koje ce Kopucme 3a npey3uMarbe no0amaxd, AHaIUmuyKe u
npoyeodypanne ungopmayuje, HUXo80 Koouparse, demasbhe onuce 8apujadiu, 3anuca umo.

3.3 Crpareruja v CTaHIapIM 32 YyBame MOAaTaKa

3.3.1. 1o xor neprona hie momauy OWUTH YyBaHU y PEO3UTOPHjyMY?

3.3.2. la nn he nmopauu Outn aenonosanu nox mudpom? Ia He

3.3.3. Jla miu he mu¢pa 6utu nocrynsa oxpeheHom kpyry ucrpakusaya? la He

3.3.4. la st ce moJany MOpajy YKJIOHHTH M3 OTBOPEHOT TIPUCTYIIA MOCJIE H3BECHOT BpeMeHa?
Jla He

O0pa3noxuTu

4. Be30eHOCT MOJAaTaKAa U 3aIITUTA MOBEP/bUBUX HH(pOpPManja

Ogaj onesbak MOPA GHTH HOMYHEH aKo BalllM MIOAALH YKIbYUY]y JIMYHE MOJAaTKe KOjH ce OfHOCE Ha
YUYECHHKE Y HCTPaXXHBamby. 3a Apyra HCTpaknuBama Tpeba Takole pasMOTPHUTH 3aIUTUTY U CUTYPHOCT
nojiaTaxa.

4.1 dopmanHu CTaHIAPIM 33 CUTYPHOCT HH(pOpPMAaIHja/mojaTaka

HcTpaxknBaun Koju CpOBOJIE MCIHUTHBAa C JbYAUMA MOPajy Ia ce MPHAprKaBajy 3aKoHa O 3aIlITUTH
mojJiataka o JIMYHOCTH (https.//www.paragraf.rs/propisi/zakon_o_zastiti_podataka o_licnosti.html) u
01roBapajyher HHCTUTYIIHOHAIHOT KOJeKCa O aKaJeMCKOM HHTETPHUTETY.

4.1.2. Jla nmu je uctpaxkuBame 000peHo ox ctpaHe etnuke komucuje? a He

Axo je ogrosop [la, HaBeCTH aTyM ¥ Ha3UB €THYKE KOMHCH]je KOja je 0J00pHIa HCTPaKUBabe

4.1.2. Jla mn monany yKJbydyjy JHYHE [TOJATKE yYeCHHKa y uctpaxusamy? [la He

Axo je 0AroBOp 13, HABEJUTE HAa KOJU HAUMH CTE OCUTYpPaJId IOBEPJHUBOCT U CUTYPHOCT HHGOpMALja
BE3aHHX 3a UCIUTAHUKE:

a) TMopauu HUCY y OTBOPEHOM MIPUCTYILY
0) Iomanm cy aHOHUMHU3UpPAHU
1) Ocraio, HaBECTH IITa

Harosansu nopran 0TBOpeHe HayKe — Open.ac.rs



5. locTynHOCT moAaTaKa

5.1. llooayu he bumu

a) jaeno docmynnu

6) docmynHu camo yCcKom Kpyay ucmpaxcueaya y oopehenoj Hayunoj obracmu
y) 3ameopenu

AKo cy nodayu 00CmynHu camo YCKOM Kpyey UCmpasicueaid, Hagecmu noo Kojum Ycaoeuma mMo2y od ux
Kopucme:

AKo cy nodayu 00CmynHu camo YCKOM Kpyey UCmpasicueaid, Hagecmu Ha Koju HauuH mMo2y
npucmynumu no0ayuMa:

5.4. Hasecmu nuyenyy noo kojom he npuxynmwenu nooayu 6umu apxusupanu.

‘ 6. YJiore u 0ir0BOPHOCT

6.1. Hagecmu ume u npe3ume u mejn aopecy 81aCHUKA (aymopa) nooamaxa

Munan Crojkos stojkovm@uns.ac.rs

6.2. Hagecmu ume u npesume u mejn adpecy ocobe Koja 00paicasa Mmampuyy ¢ nooayuma

6.3. Hagsecmu ume u npesume u mejn adpecy ocobe koja omozyhyje npucmyn nooayuma opyeum
UcCmpasicueauuMa

Harosansu nopran 0TBOpeHe HayKe — Open.ac.rs






	Abstract
	Rezime
	List of Figures
	List of Tables
	List of Equations
	List of Abbreviations
	Introduction
	Problem area
	Critical Infrastructure
	Critical Infrastructure Protection

	Motivation and Problem Statement
	Research Hypotheses and Goals
	Thesis Structure

	Research review
	Models for Requirement Representation
	Self-assessment Tools for Cybersecurity Resilience and Standard Compliance
	Maturity Models
	Risk Assessment Methods
	Techniques for Requirement Prioritization
	Thesis Position

	Model for Requirement Representation
	Publication Selection
	Selected Standards
	IEC 62443-3-3:2013 (ISA 99)
	ISO/IEC 27001 and 27002
	NIST SP 800-53
	NERC CIP
	Excluded Publications


	Security Controls Classification
	Assurance Model
	Actors
	Prioritization Criteria
	Model

	Model Validation
	Security Assessment Framework for Critical Infrastructure
	The Seeding Phase
	The Assessment Phase
	The Implementation Tracking Phase

	Case Study – Smart Grid Industrial Control System
	Discussion

	Conclusion
	Contributions of the Thesis
	Future Work

	Bibliography

